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Abstract

Stroke is a leading cause of death and disability worldwide. The reasons for increased stroke burden in
developing countries are inadequately controlled risk factors resulting from poor public awareness
and inadequate infrastructure. Computed tomography and MRI are common neuroimaging
modalities used to assess stroke with diffusion-weighted MRI, in particular, being the recommended
choice for acute stroke imaging. However, access to these imaging modalities is primarily restricted to
major cities and high-income groups. In the case of stroke, the time-window of treatment to limit the
damage is of a few hours and needs a point-of-care diagnosis. A low-cost MR system typically
achieved at the ultra-low- and very-low-field would meet the need for a geographically accessible and
portable solution. We review studies focused on accessible stroke imaging and recent developments
in MR methodologies, including hardware, to image at low fields. We hypothesize that in the absence
of a formal, rapid stroke triaging system, the value of timely on-site delivery of the scanner to the
stroke patient can be significant. To this end, we discuss multiple recent hardware and methods
developments in the low-field regime. Our review suggests a compelling need to explore further the
trade-offs between high signal, contrast, and accessibility at low fields in low-income communities.
LEVEL OF EVIDENCE: 4 TECHNICAL EFFICACY STAGE: 6.

Keywords: MR accessibility; accessible stroke MRI; diffusion imaging at low-fields; machine learning;
mobile stroke unit; open-source imaging.

LinkOut - more resources

Full Text Sources

Ovid Technologies, Inc.
Wiley

Other Literature Sources

The Lens - Patent Citations

Medical

MedlinePlus Health Information

Research Materials

NCI CPTC Antibody Characterization Program

https://pubmed.ncbi.nlm.nih.gov/?term=Bhat+SS&cauthor_id=32827173
https://pubmed.ncbi.nlm.nih.gov/?term=Fernandes+TT&cauthor_id=32827173
https://pubmed.ncbi.nlm.nih.gov/?term=Poojar+P&cauthor_id=32827173
https://pubmed.ncbi.nlm.nih.gov/?term=da+Silva+Ferreira+M&cauthor_id=32827173
https://pubmed.ncbi.nlm.nih.gov/?term=Rao+PC&cauthor_id=32827173
https://pubmed.ncbi.nlm.nih.gov/?term=Hanumantharaju+MC&cauthor_id=32827173
https://pubmed.ncbi.nlm.nih.gov/?term=Ogbole+G&cauthor_id=32827173
https://pubmed.ncbi.nlm.nih.gov/?term=Nunes+RG&cauthor_id=32827173
https://pubmed.ncbi.nlm.nih.gov/?term=Geethanath+S&cauthor_id=32827173
https://doi.org/10.1002/jmri.27324
https://pubmed.ncbi.nlm.nih.gov/disclaimer/
https://doi.org/10.1002/jmri.27324
http://ovidsp.ovid.com/ovidweb.cgi?T=JS&PAGE=linkout&SEARCH=32827173.ui
https://doi.org/10.1002/jmri.27324
https://www.lens.org/lens/search/patent/list?q=citation_id:32827173
https://medlineplus.gov/stroke.html
https://antibodies.cancer.gov/detail/CPTC-BRIP1-5


 

Gradient, Texture Driven Based Dynamic-
Histogram Equalization For Medical Image 

Enhancement  
 

 Vidyasaraswathi H N 1*, Hanumantharaju M C 2 

 
1Dept. of ECE, Bangalore Institute of Technology, Karnataka, India                                

2Dept. of ECE, BMS Institute of Technology & Management, Karnataka, India     
 Email: vidya.gowdaec@gmail.com 

Received: May 28. Revised: July 19, 2021. Accepted: July 21, 2021. Published: July 22, 2021. 

 

 

 

Abstract: In many clinical diagnostic 

measurements, medical images play some 

significant role but often suffer from various types 

of noise and low-luminance, which causes some 

notable changes in overall system accuracy with 

misdiagnosis rate. To improve the visual 

appearance of object regions in medical images, 

image enhancement techniques are used as 

potential pre-processing techniques. Due to its 

simplicity and easiness of implementation, 

histogram equalization is widely preferred in 

many applications. But due to its mapping 

function based image transformation during 

enhancement process affect the biomedical 

patterns which are essential for diagnosis. To 

mitigate these issues in medical images, a new 

method based on gradient computations and 

Texture Driven based Dynamic histogram 

equalization (GTDDHE) is accomplished to 

increase the visual perception. The spatial texture 

pattern is also included to ensure the texture 

retention and associated control over its 

variations during histogram modifications. 

Experimental results on MRI, CT images, eyes 

images from medical image datasets and 

quantitative analysis by PSNR, structural 

similarity index measurement (SSIM), 

information entropy (IE) and validated that the 

proposed method offers improved quality with 

maximum retention of biomedical patterns across 

all types of medical images. 

 

Keywords: Gradient, Local binary pattern, Image 

enhancement etc.  
 

 

I. INTRODUCTION 

Image enhancement is one of the essential 
methodology used widely in many digital image 
processing system, has been an active area of 
research in recent years due to the invention of 
vision based applications. Most of the existing 
image enhancement studies developed some spatial 
transformations to improve the quality of the image 
and reducing the noise presence for better 
visualization since the visibility level is poor in any 
low-contrast image features. 

In recent, imaging processing is steadily emerging in 
medical fields for several diagnostic measurements 
and plays significant role in examination of the 
patient health condition. Different type’s medical 
images are used for various clinical diagnoses. In 
general medical images are comprise  of several 
complicated  regions, which required some unique 
pre processing models to simplify the complications 
that arises in various stages of CAD system. 
Moreover medial images are not carrying fine 
details for an accurate classification due to poor 
lighting conditions, external noise interferences and 
other restrictions related to imaging devices which 
makes the clinical diagnosis a difficult task to 
accomplish. Medical images itself comes in 
different format namely magnetic resonance 
imaging (MRI), chest X-ray (CXR), computerized 
tomography (CT) and mammographic images etc. 
During classification only the pixel intensity 
differences among various region and object 
boundary information are playing vital role. 
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Therefore, for improved classification rate in 
medical images both quality and contrast need to 
improve collectively in such way that each object 
can be easily observed during analyses. 

Though the core objective of any image 
enhancement technique is to improve quality while 
suppressing noise, it is essential to restore the basic 
details without causing any significant changes. 
Even in some cases image restoration is also 
considered as image enhancement; but still it is only 
deals with appropriate estimation of the actual 
image from observed one. Most of the existing 
image-enhancement techniques not consider 
degradation process, in general, it is not modelled; 
however, for medical images degradation process 
may causes some notable performance loss with the 
inclusion of enhancement techniques. 

Among various methods Histogram based 
techniques for image enhancement is widely 
investigated in many works which is based on 
equalization of the histogram of the values. 
Histogram Equalization (HE) has some inherent 
characteristics of changing the intensity values and 
spatial patterns which cause some notable problems 
in medical imaging. To overcome this issue, 
Contrast limited adaptive HE (CLAHE) is proposed 
as potential model for medical image analysis. 
Shome et al. (2011) [1] proves that contrast limited 
image enhancement using histogram equalization 
explores the abnormalities with improved quality. 

In general the cumulative effect of image 
enhancement process in medical image spatial 
patterns and its influence in clinical diagnostic 
accuracy is investigated in many existing works. 
This work presents the gradient and texture driven 
dynamic sub-histogram equalization technique 
based on statistical measurements of various image 
attributes such as intensity bound, texture driven 
spatial correlations and gradient driven object 
orientations etc.  

Several existing works [2-3] well proved that the 
texture retention and boundary details are essential 
measures which play significant role in clinical 
diagnostics measurements [4]. In this paper, 
intensity, gradient and texture measures are used for 
contrast limited adaptive non linear histogram 
equalization which has metrics as follows:  

 The spatial orientations of object pixels are 
remain unaltered while visual appearance is 
improved. 

 The statistical significance of texture 
information is considered and its retention is 
ensured in enhanced image. 
 

II. RELATED WORKS 

Bhateja et al. (2013) [5] introduced non-linear 
framework which employs a robust polynomial filter 
for enhancing the mammographic abnormalities. 
Through filtering approach mammographic masses 
are improved irrespective to the background tissues. 
The experimental results prove that contrast is 
increased with significant suppression of noise level 
and preserved edges without causing any notable 
blurring artifacts. Singh et al. (2014) [6] proposed 
exposure based Sub-Image Histogram Equalization 
(ESIHE) to improve the enhancement of low 
exposure image. Here by dividing the input image 
into sub-images using pre defined thresholds and 
intensity levels. To control enhancement rate the 
histogram is clipped using a threshold value and 
gray level occurrences. 

colour image enhancement technique proposed by 
Wong et al. (2016) [7] increase the colour 
information and suppressing the artefacts. Here 
equalization is performed recursively to extend the 
intensity ranges optimally using the golden section 
search algorithm. The histogram values are 
equalized independently over sub images. Color 
image enhancement developed by Lee et al. (2017) 
[8] carried out intensity HE based on hue and 
saturation values in HSI color space. As compared 
to conventional HE the visual colourfulness is well 
preserved in color space conversion driven 
enhancement process. The performance metrics are 
validated using both back-lighting and night-time 
image sets are used for experimentation. Wan et al. 
(2018) [9] introduced histogram partition and 
brightness correction for infrared image 
enhancement technique.  Here based on of human 
visual system visual correction factor are introduced 
and grayscale re-mapping process is carried out to 
suppress the noise level. In addition to this, 
brightness correction is also accomplished using 
particle swarm optimization algorithm. 

Histogram shifting based contrast enhancement is 
developed in Ying et al. (2019) [10] for reversible 
data hiding with minimal distortions over embedded 
image. Here transfer matrix is constructed by 
maximizing the entropy of the histogram and 
embedding is performed accordingly to increase the   
embedding capacity. Srinivas et al. (2020) [11] 
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combines the contrast and Color enhancement using 
spatial contextual similarity histogram model. Based 
on the deviation of the pixel values in luminance 
channel cumulative distribution function is 
formulated and contrast-enhancement is achieved 
through intensity transformation. And chromatic 
information is used for adaptive color restoration to 
restore the consistent color information’s. The 
hierarchical equalization model developed by Bai et 
al. (2020) [12] comprises of four stages namely 
centre regionalization, local equalization, global 
equalization and multi-scale fusion. Here 
equalization strategy is used to perform both for 
both contrast improvements and correct the color 
characteristics of the each channel. Kandhway et al. 
(2020) [13] proposed highly optimized contrast and 
edge enhancement methodologies for bio medical 
images to explore the different anatomical 
characteristic of the diseases. Here plateau limit is 
used to select the histogram based on min, max, 
mean, and median of it with some adjustable 
parameter. Based on relative vacancy of histogram 
bins the residue blocks are generated and meta-
heuristic algorithm is incorporated based on a fitness 
function which includes two functions with edge, 
entropy, gray level co-occurrence matrix (GLCM) 
for contrast, and energy for visual impairments. 

Gamma correction based dynamic clipped HE 
proposed by Subramani et al. (2020) [14] control the 
color enhancement rate using mean values. Here 
both clipping and gamma correction is performed 
over decomposed image sub blocks to preserves 
basic image attributes like entropy, colors, saturation 
etc. the same histogram clipping operations 
proposed in Bhandari et al. (2020) [15] used salp 
swarm algorithm (SSA) optimization to formulate 
the optimal plateau limit (PLs) to overcome the 
performance degradations caused by illuminations 
and backlighting effect and suppress the associated 
artifacts. 

In all above discussed models for contrast 
enhancement cause some undesirable effects which 
will reduce the diagnostic measurements of the 
biomedical images. Histogram based image 
enhancements have some limitations like 
performance trade off over texture retention, 
boundary diffusion and artifacts related problems 
etc. Moreover enhancement from conventional 
methods required some statistical characteristics of 
the input images which are not available for most 
biomedical image modalities. Therefore it is 
essential to narrow down the information loss and 
parametric requirements of existing HE techniques 

without compromising the reconstruction quality. In 
this work image attributes driven histogram 
equalization is proposed which includes various 
image characteristics namely luminations, gradient 
and texture information. Here the trade off in the 
SSIM texture measure is narrow down and the 
penalty gap due to over enhancement is also 
suppressed during contrast enhancement. Here 
equalization is processed over luminance channel 
and texture and object boundary details are 
preserved using threshold bound computed in 
identical channels to accomplish contrast limited 
image enhancement: the proposed GTDDHE 
approach can improves the contrast and explore 
precise biomedical abnormalities in each medical 
images. 

III. PROPOSED METHOD 

The image enhancement through GTDDHE method 
modifies both the dynamic range and contrast levels 
to formulate the histogram in some desired shape 
using some mapping function as cumulative 
distribution function. This stretching of histogram 
peak values directly relates the intensity level 
changes and contrast is adjusted accordingly as 
shown in Figure 1.  

 

Figure.1 Proposed GTDDHE method flow graph. 

A. Gradient Approach 

Gradients of pixels are used to express the co-
occurrence variations of pixels inside every region. 
The computation of local pixel co-occurrence in the 
similar region discloses the correlative nature of the 
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neighbouring pixels precisely. The gradient measure 
in each object model contributes in identifying the 
magnitude shift between the complexes and smooth 
region. Here, a significant change in a gradient 
indicates object discriminations. This simple linear 
variation is most effective for modelling the object 
of interest. The gradient with the variance measure 
is shown in Figure 2(a). 

      
Figure.2 (a) Gradient              Figure.2 (b) Texture Output 

B. Spatial invariant Texture Model  

Texture models are used to decide which region 
contains the region of interest in medical objects.  
For texture analysis in vision applications, the local 
binary pattern (LBP) operator has been used as a 
standard feature-based approach. Even small 
changes in pixel intensity values (due to 
illumination or dynamic changes) give a changed 
LBP code. Also invariant and uniform textures are 
efficient in opposition to any dynamic changes. The 
vital mathematical explanation of the LBP operation 
is described in the accompanying equations below. 

𝐶 = ∑ 2𝑑7
𝑑=0 ∗ 𝐵𝑑                 (1) 

𝐵𝑑   𝑓𝑜𝑟 0 = 0: ∑ 𝑡𝑑7
𝑑=0 > 𝑐   , 𝑑 ∈ [0,7]        (2) 

𝐵𝑑    𝑓𝑜𝑟 1 = 1: ∑ 𝑡𝑑7
𝑑=0 < 𝑐   , 𝑑 ∈ [0,7]       (3) 

 Generally, the binary pattern is termed 
uniform in case the LBP binary pattern comprises of 
two bitwise transitions from 1 to 0 or 0 to 1 atleast 
and have circular binary pattern. For static textures, 
rotation-invariant features of this kind are not 
dependent of input image angle as shown in Figure 
2(b). Dynamic textures (DT) and uniform textures, 
combined with rotational-invariant feature 
description, is the key element where local features 
obtain the ability to describe motion and provide the 
most discriminative patterns for object modelling. 

C. Detailed Steps of Proposed Method 

Here input histogram values are decomposed into 
several groups based on threshold bounds and 
analyzes its variations with gradient and texture 
bounds for equalization process as given below: 

//Input    – Low contrast Image  

//Output – Enhanced image 

Step 1:         Set sigma ( )             //variance value 

Step 2: Extract gradient channel using Gaussian         
derivative                         - CG channel   

                  
)2/( 22

2

1 


 x

eGauss             (4)      

 Step 3:   Extract Texture channel using LBP - 

             T channel   

 LBP=27p0+26p1+25p2+24p3+23p4+22p5+21p6+20p7 

 Where, p0-p7 true value comparison of centre 
pixels with 8 surrounding pixels in 3x3 macro block 

Step 4:  Extract 3x3 overlapping window  

Let Pij- current pixel as well as center pixel in 3x3 
macro block 

 CGij- current pixel gradient value 

 Tij- current pixel texture bound value 

  if (Pij > Tlower) && (Pij > Tupper) &&  (CGij < Pij) 

                       OR(1,Tgr)+1        // Spatial Orientation            
measure for boundary preservations 

   end             

Step 5:  Apply histogram equalization over each sub 
groups of Pout    

if (Tij > Tlower) && (Tij < Tupper)  

         Pout =(2L-1) x OR(1,Tgr)/2Mx2N  //Texture 
Preservation     

 end  

Where, 

Tlower,Tupper –Histogram threshold bounds for groups. 

Tgr – number of histogram groups.          

L- histogram levels 

M,N- size of input images   
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IV. EXPERIMENTAL RESULTS 

The performance metric evaluation of the GTDDHE 
method is experimented over the different 
biomedical dataset which includes eye images, MRI 
and CT images which are collected from various 
sources. From each dataset 30 images of different 
level of textures and complication in patterns. 
Performance metric evaluation of the proposed 
GTDDHE is experimented using different 
quantitative parameters. 
The peak signal-to-noise ratio (PSNR) measure is 
used to validate the reconstruction quality of 
proposed image restoration through SR as given 
below: 𝑃𝑆𝑁𝑅(𝑑𝐵) = 10 log10 [(2𝑛 − 1)2𝑀𝑆𝐸 ]           (5) 

 
Where MSE denotes the mean squared error. 
 
The structural similarity index (SSIM) is used to 
measure the structural similarity between input LR 
and HR images based on independent parametric 
comparisons such as luminance (µ), contrast ( ) as 
follows: SSIM(e, f) =  (2μeμf+C1)(2σef+C2)(μe2+μf2+C1)(σe2+σf2+C2)          (6) 

 
And the measure the structural similarity is 
evaluated based on its correlations. 
 
Entropy measures the highness of information in 
enhanced image as shown in Eqn. (7) and its 
improvement is measured using Measure of 
enhancement by entropy (EMEE) value as shown in 
Eqn. (8) 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦  (𝐸) = ∑ 𝑃𝑟(𝑏, 𝑐)(−ln 𝑃𝑟(𝑏, 𝑐))    (7)255
𝑥,𝑦  

where Pr(b,c) denotes the probability of the 
difference between two successive pixels b and c. 𝐸𝑀𝐸𝐸 = 1𝑁 ∑ 𝐼max𝐼min 20 log 𝐼max𝐼min           (8)               

Average gradient (AG) measure is used to explore 
the relative clarity of the enhanced output image 
using Eqn. (9) 




x y

cbG

NM
AG

2

|),(|

)1)(1(

1
          (9) 

Where |G (b,c) | denotes absolute value of the 
Magnitude of Gradient. 

Finally Contrast improvement index (CII) is 
calculated to quantify contrast enhancement of an 
output image using Eqn. (10) 𝐶𝐼𝐼 = 𝐶𝑖𝑛𝑝𝑢𝑡𝐶0u𝑡𝑝𝑢𝑡             (10) 

Where Coutput and Cinput denote the enhanced and 
input images contrast values respectively. 

A. Performance Analysis 

Simulation outcome of the GTDDHE approach and 
the four other methods are shown in figure.3 and 
they are investigated both quantitatively and 
qualitatively. The proposed GTDDHE offers highly 
normalized histogram distribution as shown in 
Figure 4.  
 

   
(a1)   (a2)   (a3)

   
(b1)     (b2)   (b3) 

   
    (c1)   (c2)   (c3) 

   
  (d1)   (d2)   (d3) 
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            (e1)    (e2)    (e3) 

  
   (f1)   (f2)   (f3) 
Figure.3 Qualitative valuation of low-contrast image  
enhancement: (a1-a3) Original low contrast images, (b1-
b3) enhanced output image using HE [18], (c1-c3) 
enhanced output image using DSIHE [19], (d1-d3) 
enhanced output image based on RMSHE [20], (e1-e3) 
enhanced output image based on CLAHE [21], and (f1-
f3) enhanced output image based on proposed GTDDHE 
method. 
 

  
(a)Input Histogram             (b) Output Histogram 

Figure.4. Histogram comparison plot. 

The proposed GTDDHE offers peak PSNR over all 
classes of given image sets as shows in table.1. It is 
also proves that inclusion of texture interpolation 
and gradient measures increase the PSNR and SSIM 
measure with improved spatial details. The proposed 
method outperformance both in terms of quality as 
well as spatial and boundary information retention.  
As shown in figure.5 and figure.6, the GTDDHE 
method shows better results compared to DWT-
SVD[17], HE[18], DSIHE[19], RMSHE[20] AND 
CLAHE[21]. 
 

 
Figure.5 Comparison of PSNR 

 
Figure.6 Comparison of SSIM 

 
 
 
 

Table 1. Average metric values for 60 images 

Methods/ 

Measures 

HE DSIH

E 

RMSH

E 

CLAH

E 

GTDD

HE 

PSNR 12.90 17.230 29.724 19.365 51.345 

 

SSIM 0.475 0.6185 0.6206 0.5666 0.9905 

MSE 3333 1060.8 500.553 859.58 0.0680 

ENTRO

PY 

4.967 5.6764 5.9957 6.0665 6.72 

EMME 0.0414 0.0583 0.07407 0.0801 0.0684 

MC 0.42 0.67 0.81 0.79 1.0415 

CII 0.6162 0.7578 0.87419 1.2196 1.96205 

AG 50.184 45.749 48.4786 54.296 61.2167 
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V. CONCLUSION 

This paper investigates the quantitative effect of 
histogram equalization based image enhancement on 
various medical image modalities. The proposed 
color space conversion-based image enhancement 
technique shows significant quality improvements 
and overcome the distortions caused by over 
enhancement and associated problems in pattern 
classification. Here spatial texture pattern and 
gradient threshold bounds are applied not only for 
improving visual appearance of enhanced output 
image, but also for significantly restore the  basic 
details required for accurate medical pattern 
analyzes.   
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Abstract Automatic seizure detection and classification of

seizures, as well as identification of pre-ictal activity in the

electroencephalogram (EEG), are extremely important in

clinical research. This decreases the time it takes to identify

seizures and, as a result, improves seizure activity predic-

tion. We propose a computer-aided method to detect the

pre-ictal and ictal activity from a multichannel EEG signal.

Three pre-processing techniques that are applied to EEG

time-domain signals to generate an image database are

proposed here. This image database is given as input to the

machine learning algorithm for classification. Conversion

of a time domain EEG signal to an image is accomplished

by extracting EEG signal features such as correlation

coefficient, short-time Fourier transform (spectrogram),

and mutual information. The processed EEG waveform,

which is represented as images, is used to train a convo-

lutional neural network (CNN). The CNN classifies input

signals into three classes—Seizure, Normal and Pre-ictal.

We used the transfer learning method, which uses Alexnet,

a pre-trained CNN architecture, for image training and

classification. After training on the Spectrogram, Mutual

Information, and Correlation coefficient image represen-

tations of the EEG signals, we have obtained a validation

accuracy of 99.33%, 95.33%, and 97.5%, respectively.

Keywords Alexnet � CNN � EEG � Epilepsy

Introduction

Epilepsy refers to brain disorders that are characterized by

epileptic seizures. A seizure is a brief occurrence of

involuntary movements due to synchronized discharges of

electrical activities in the brain. More than 50 million

people worldwide suffer from epilepsy. 70% of the

epileptic patients can live seizure-free if it is diagnosed

properly [1]. Understanding EEG signals from an epileptic

person serves as a good diagnostic tool in epilepsy

research. This is due to the temporal information which is

available in the EEG signal [2]. Ongoing research in

experimental treatments for epilepsy is broad and com-

prehensive. Non-medicinal therapies such as electrical

brain stimulation are being investigated in addition to

clinical research [3]. The future looks bright for epilepsy

treatment. Therefore, unequivocally there exists a need for

accurate and timely diagnosis of this disorder. In clinical

research, automatic seizure detection and classification of

seizures, as well as the identification of pre-ictal activity in

the electroencephalogram (EEG), are particularly signifi-

cant. Thus, the time required to identify seizures can be

reduced, and seizure activity prediction can be improved.

Electroencephalogram (EEG) measures and records the

brain activity. It is commonly used in the diagnosis of

medical conditions such as sleep disorders, detection of

epileptic seizures, etc. Being a non-invasive neuroimaging

modality, EEG is a popular choice for this purpose due to

many reasons. The epileptic and non-epileptic paroxysmal

attacks are differentiated with the help of EEG using

interictal epileptiform discharges (IEDs), revealing
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characteristic findings in several epilepsy syndromes [4].

Compared to other imaging techniques like Magnetoen-

cephalography (MEG), EEG can pick up and detect elec-

trical signals caused by the electric potential due to various

neural activities and possess higher signal-to-noise ratios

(SNR) for radially oriented spikes [5]. Hence, in this study,

EEG data set which belongs to seizure and non-seizure

classes that are made available by the University of Bonn is

used.

Inspecting the EEG patterns manually is one method

medical practitioners adopt in detecting abnormalities. This

method is mostly tedious, time-consuming, and subjective

and this might lead to the wrong diagnosis. Clinicians

sometimes make errors and differ among themselves in

evaluation. With the help of an automatic software-based

seizure detection system, such issues can be eliminated. In

this work, we propose a neural network model that can

detect normal, pre-ictal and ictal stages of EEG signal. The

proposed method is based on converting EEG time-domain

signal to image data and classifying it using deep learning

techniques.

Deep learning is a subclass of machine learning in which

features are chosen by the algorithm itself. The algorithm

uses representation learning wherein it automatically learn

from the data itself and discovers the features that are best

for the classification of the data. To learn the features we

need to train the system with sufficient training data set.

With enough training data, feature learning outperforms the

features that are identified by engineering methods [6–9].

In the work, it has been used a class of networks called

convolutional neural network (CNN). The selected network

classifies EEG signals into a three-class problem. These

classes are seizure EEG, normal EEG and pre-ictal EEG. It

has been used AlexNet, a popular CNN architecture pro-

posed by Krizhevsky et al. to the ImageNet challenge in

December 2012 [10]. AlexNet was a breakthrough in

image classification. Since then, many researchers have

used this algorithm and tried on different domains apart

from image classification.

In convolutional neural networks, the input to the net-

work is a two-dimensional image whereas the EEG data

used in our work is a time-series signal. Hence it

was represented the EEG signal into an image by extract-

ing the following properties from the EEG signals: Cor-

relation coefficient, Mutual information, and short-time

Fourier transform (STFT).

Methodology

The method comprises three major stages. In the first stage,

it was obtained the EEG data from the BONN University’s

online repository. The EEG data is further pre-processed to

ensure that it meets the requirements of the deep learning

stage that follows. In this stage, the time domain signal is

converted into a set of images. The details of transforma-

tions used to convert the EEG signal to an image and the

steps involved in each case are explained. In the third stage,

transformed images are given as the input to a convolu-

tional neural network. The output of this stage classifies the

signal into three classes (Healthy, Pre-ictal and Seizure).

The proposed method is outlined in Fig. 1. The selection of

CNN architecture and modification of the architecture to

meet the requirement of transfer learning is explained in

the work.

EEG Database

In this work, use of a database from the BONN university

repository was made. This database consists of five sets of

data namely Z, O, N, F, and S. The five sets of data fall

into three classes of EEG. The folder Z and O contains the

signal from healthy subjects whereas folder F and N con-

tains the intra-cranial EEG recordings of epileptic patients

during seizure-free intervals. Folder S contains data from

epileptic patients during the occurrence of seizures. Each

set contains 100 files of single-channel EEG segments. The

duration of each file is 23.6 seconds. The EEG recordings

in this database are sampled at a rate of 173.61 Hz. [11]. A

description of each set is given in Table 1. Figure 2 shows

the time-domain representation of the EEG signal from

each category. It is evident from the figure that the seizure

category signal has a higher amplitude in the order of 500

microvolts whereas the normal and pre-ictal category of

signals has amplitude in the order of 200 microvolts.

EEG Time Series to Image Data

In this stage, the time-domain EEG signals are converted to

image format. It has been proposed three algorithms for

converting the EEG time series data. They are, using

Spectrogram, Correlation Coefficient and Mutual Infor-

mation. Spectrogram is obtained for the complete samples

from each channel whereas the correlation coefficient and

mutual information is evaluated between selected samples.

In order to obtain these samples, we have time to slice the

entire EEG sequence into small data sequences has been

explained.

Time Slicing

Assume the EEG time series data be g(n) and the total

length of the sequence g(n) is M. It has been divided the

sequence g(n) into the number of slices of length K, where

M is an integer multiple of K.
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gðnÞ ¼
XK�1

m¼0

gðiK þ mÞ; i ¼ 0; 1; 2; . . .; L ð1Þ

where K is the length of each slice and L is the total

number of slices. For calculating the discrete time Fourier

transform in order to obtain spectrogram images, the entire

sequence was used as indicated in Eq. 1. For evaluating the

cross correlation and mutual information, it has

been derived two sequences out of the sliced series. The

nth sample from each slice is taken to form input sequence

to the correlation and mutual information algorithm. The

sequence created out of nth sample can be written as

x0iðnÞ ¼
XL

m¼0

gðmKÞ ð2Þ

Fig. 1 Block diagram of the

proposed method

Table 1 Bonn university EEG database

Database Class Description

A (Set Z) Healthy Scalp EEG recordings of healthy people with eyes open

B (Set O) Healthy Scalp EEG recordings of healthy people with eyes closed

C (Set N) Pre-ictal Intra-cranial EEG recordings of epileptic patients during seizure free intervals

D (Set F) Pre-ictal Epileptogenic zone EEG recordings during seizure-free intervals

E (Set S) Seizure(Ictal) EEG recordings of epileptic patients during seizures

Fig. 2 Typical waveform of

selected EEG Signal from each

category, i.e., Normal (Z, O),

Pre-ictal (F, N) and Seizure (S).

In the x-axis, time is represented

in samples. The sampling rate is

173.6 samples per second
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Spectrogram

The time-domain signal is represented as an image in a

spectrogram, and the time and frequency information are

not lost in the process. Preserving the time-frequency

information in an EEG signal is extremely beneficial.

When it was understood the pattern of the signal in both

the time domain and the frequency domain, we gain a

better understanding of the nature of the signal. Once a

pattern has been identified, it is straightforward to analyse

and categorise the pattern. Another important advantage of

using time-frequency analysis is that it can achieve a

greater reduction in the random noises in noise-corrupted

signals. Due to the large number of benefits, in spectro-

gram, time-frequency analysis has been implemented using

STFT (Short-Time Fourier Transform) [12–14]. In this

approach, it has been considered a windowed signal and

apply Fourier transform to the windowed signal. Hence, the

time-localized frequency information can be easily

obtained from this method. In STFT, we will get the

information related to the frequency contents at each time

point (time window) in the signal. This is very advanta-

geous since tasks which are depending on the time stamp

can be easily controlled or labelled in various applications

such as prediction of medical abnormalities, brain-com-

puter interface systems, etc. In the STFT, the input signal

x(t) is multiplied using a window function w(t). The win-

dow function w(t) has nonzero values for a short time

duration. The Fourier transform of the resulting signal

(product of x(t) and w(t)) is evaluated. The window signal

is swept along the time axis. This results in a signal which

can be considered as the two-dimensional representation of

the input which contains both time and frequency infor-

mation. For discrete-time signals, STFT is calculated as in

Eq. 3.

XmðxÞ ¼
Xþ1

n¼�1
xðnÞwðn� mRÞe�jxn ð3Þ

where,

XmðxÞ—DTFT of windowed sequence centered at mR.

x(n) —Input signal

w(n) —Window function

R—Hop size between successive DTFTs.

In this work, input signal x(n) is obtained using the method

described in Sect. 2.2.1 and is given as

xðnÞ ¼
XK�1

m¼0

gðiK þ mÞ; i ¼ 0; 1; 2; . . .; L ð4Þ

While applying the STFT to the EEG signal, we have

ensured to keep the window length varying to get optimal

results. It is to be noted that the total number of samples

has to be integer multiples of the window length. After

calculating the DTFT, we have generated the spectrogram

images and upon visual inspection of the spectrogram

images, it has been observed that there was a significance

difference in the visual appearance of the spectrogram

images for normal, pre-ictal and seizure category of sig-

nals. This turns out to be a reasonable explanation for

applying convolutional neural networks for the classifica-

tion purpose. The spectrogram of selected three category of

signals is shown in Fig. 3. In the spectrogram, the default

color-map is used. The ratio of power in dB to the fre-

quency in Hz is mapped from indigo to yellow color with

diminishing values of the ratio. The indigo color refers to

the ratio of more than 140 dB/Hz where and yellow refers

to less than 40dB/Hz.

Correlation Coefficient

Correlation coefficient is used to quantitatively analyze

how two signals are correlated. In this work, it has

been measured the correlation coefficient between two data

sequences which are obtained from the samples of sliced

data. The correlation coefficient values ranges from - 1 to

? 1 where - 1 represents a perfect negative correlation and

?1 represents a perfect positive correlation. If the value is

zero, this shows no relationship between the two signals (in

this case the two EEG signals from two different channels

which are not correlated) [15]. Equation 5 calculates the

correlation coefficient between two input signals which are

represented as time domain sequences xi and yi

r ¼ nð
P

xiyjÞ � ð
P

xiÞð
P

yjÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½nð

P
x2i Þ � ð

P
xiÞ2�½nð

P
y2j Þ � ð

P
yjÞ2�

q ð5Þ

where

r—correlation coefficient

n—number of observations

xi; yj—input variables which is defined as instances of x0i
in Eq. 2

Figure 4 depicts the image representation of correlation

coefficient values between the input sequences xi and yj for

three distinct classes of signals.

Mutual Information

Mutual Information is a metric that quantifies the signals’

mutual dependency. This is a quantitative measurement of

the ‘‘amount of information’’ obtained about one set of data

by observing the other data [16, 17]. Mutual Information

between two variables X and Y can be written as
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IðX; YÞ ¼
X

x;y

pðx; yÞlogð pðx; yÞ
pðxÞpðyÞÞ ð6Þ

where

I(X; Y) —mutual information

p(x) —marginal probability mass function of X

p(y) —marginal probability mass function of Y

p(x, y) —joint probability mass function of X and Y

Mutual information can also be expressed in terms of

entropy of the variable using Eq. 7

IðX; YÞ ¼ HðXÞ þ HðYÞ � HðX; YÞ ð7Þ

where

H(X) —marginal entropy of X

H(Y) —marginal entropy of Y

H(X, Y) —joint entropy of X and Y

The inputs X and Y are the sequences created from the nth

sample of time slices as explained in the Eq. 1 and Eq. 2

respectively. The input X ¼ xi for i ¼ 0; 1; 2; . . .; L and

Y ¼ xj for j ¼ 0; 1; 2; . . .; L. The useful information

between two inputs is obtained when i 6¼ j. The image

obtained after calculating mutual information of selected

three category of signals are shown in Fig. 5. The x-axis of

the figure is the input sequence xi and y-axis is the input

sequence yi which are obtained from nth sample of time

slices.

Procedure for Generating Images

The steps involved in generating image under each cate-

gory is explained here. The process is explained in detail

for one EEG signal of duration of 23.6 seconds. All three

algorithms were implemented on 500 EEG files each of

23.6 seconds duration. Each signal is sampled at a rate of

173.61 samples per second, hence, the total number of

samples available is 4097 per EEG signal.

For the generation of short-time Fourier transforms the

standard approach is to use a window of a specific type

(Rectangular, Hamming, Hanning, etc.) and time duration.

It has been used the window size which varies from 17

samples (17 being a perfect divisor to get an integer quo-

tient while dividing the value 4097) to 4097 samples and

the best results in classification were achieved when the

rectangular window is of size 4097. The sampling fre-

quency was obtained by calculating the highest frequency

component in the EEG signal selected and this varies for all

500 signals. Based on this method, it has been obtained one

image for each EEG signal and the total number of images

generated under the spectrogram process is 500 (Healthy—

200, Pre-Ictal—200 and Seizure—100).

Fig. 3 Spectrogram Images of three classes a Healthy, b Preictal, c Seizure

Fig. 4 Correlation Coefficient Images of three classes a Healthy, b Preictal, c Seizure
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To generate the images using correlation coefficients,

each EEG signal of length 4097 samples are truncated to

4000 samples. This was required to create a perfect integer

multiple of K (number of slices) and L (length of window)

values to obtain M (length of input sequence). The highest

classification accuracy was obtained when window length

(L) and the number of slices (K) were 200 and 20

respectively. Similar to the spectrogram, for every indi-

vidual EEG signal, it has been obtained a correlation

coefficient matrix of dimension 200 � 200. This matrix

was converted to an image as shown in Fig. 4. The color of

the image varies from indigo to yellow as the correlation

coefficient varies from - 1 to ? 1. The yellow diagonal

stripe in the image corresponds to correlation coefficient 1.

The default file size of the image created is 875 x 656

pixels and the resolution is 150 pixels per inch.

The mutual information between every slice of 200

sample length in one EEG signal is used for generating one

image as shown in Fig. 5. Like in the previous algorithm to

construct the images of each EEG signal, the samples of

length 4097 is truncated to 4000 samples to maintain an

integer ratio between the total number of samples (M) and

samples in each slice (L). It has been generated a matrix of

dimension 200� 200 with each value corresponding to the

mutual information between each slice in one EEG signal.

Table 2 summarizes the length of input, window length and

number of slices used for generating images under each

algorithm. The total number of images generated using this

algorithm is 500 (Healthy—200, Pre-Ictal—200 and Sei-

zure—100). However, for a two-class problem (Normal

and Seizure), the number of images were reduced from 500

to 400 by combining the healthy and pre-ictal images into

normal category and then eliminating the first 100 images

under this category which carried less information. This

was done manually by examining the file size of each

image. With this process, the classificiation accuracy

achieved was 97.5%.

The images created using the spectrogram, correlation

coefficient, and mutual information for the entire EEG data

set were stored in separate folders with the same name as

the class type.

Convolutional Neural Network Architecture

For the classification of the images created using above

mentioned methods, it has been used deep learning

methods which use convolutional neural network (CNN)

architecture. These architectures are generally used for

image classification [18]. A standard CNN will have many

layers such as input layer, convolution layer, pooling layer,

dropout layer, flatten layer, fully connected layer, and

output layer. Convolution, pooling, dropout, and flatten

layers correspond to convolution operation whereas a fully

connected layer is responsible for the classification process.

The number of output nodes in the fully connected layer

determines the number of classes [10]. The concept of

transfer learning is widely used in which a CNN archi-

tecture, which is pre-trained on a large image data set is

readily used and further it is tuned for application of our

choice [19]. Several CNN architectures are proposed which

Fig. 5 Mutual Information Images of three classes a Healthy, b Preictal, c Seizure

Table 2 Experiment settings for creating the images

Experiment parameters Spectrogram Correlation coefficient Mutual information

Input file size (M) 4097 4000 4000

Window length (L) Rectangular window of length 4097 200 200

Number of slices (K) 1 20 20
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are successful in the image classification tasks. Some of the

notable architectures are Alexnet [10], VGGnet [20],

GoogleNet [21], Resnet [22] etc.

The pre-trained network was used, Alexnet for the

classification purpose. AlexNet is trained on images from

ImageNet database (http://www.image-net.org). AlexNet

consists of eight layers and has the ability to classify

images into 1000 categories [10]. The Alexnet architecture

has five convolution layers of which three of them are

followed by max-pooling layers. the last three layers are

fully connected layers. It uses the non-saturating ReLU

(rectified linear units) activation function. Due to the linear

nature in comparison with tanh function of the sigmoid

function, ReLU shows improved training performance

[23]. The size of the input image for the network is 227 �
227 pixels.

The architecture and layer information of Alexnet is

shown in Fig. 6. It was successfully modified the archi-

tecture for a three-class problem by changing the properties

of fully connected layer in the final stage. The default

number classes of typical Alexnet architecture is 1000 and

it is modified to three to meet our requirement. The input

images created by the methods were of dimension 875 �
656 pixels. This was scaled to 227 � 227 pixels to match

the requirement of the input stage. The output stage, which

is the classification layer is also replaced to suit the three-

class problem.

Training

The images corresponding to each class are saved in

respective folders. Totally, it has been created 1500 images

using three methods. Under each method, 500 images were

created which falls in any of the three classes. Under

healthy and pre-ictal class, there are 200 images each and

for seizure class, there are 100 images. Out of these 500

images, 70% of data is used for training the network and

30% for testing and validating the network. The selection

of the training options for each class of transformation is

summarized in Table 3. The training is carried out sepa-

rately for spectrogram images, correlation coefficient

images, and mutual information images. In each case, the

training is carried out for 100 iterations where one epoch

contains two iterations. The maximum training time taken

was less than 3 minutes 47 seconds with the Dell work-

station with Xeon Processor and Quadro P1000 GPU.

Matlab R 2021a was used to perform the pre-processing

and classification algorithms. The transfer learning proce-

dure is carried out using the MATLAB deep network

designer tool. The training progress graph is shown in

Fig. 7.

Fig. 6 Illustration of AlexNet’s architecture. Image credits to Krizhevsky et al.

Table 3 Selection of hyperparameters for each class of transformation

Training options Spectrogram Correlation coefficient Mutual information

Solver sgdm sgdm sgdm

Initial learning rate 0.0007 0.0006 0.0002

Maximum epochs 50 50 50

Minimum Batch Size 128 64 128

L2Regularizatio 0.0001 0.0001 0.0001

Momentum 0.9 0.9 0.9
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Fig. 7 Training progress plot shows the final validation accuracy of 99.33% for spectrogram images, 95.33% for correlation coefficient images,

and 97.5% for mutual information images
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Results and Discussion

The spectrogram and correlation coefficient images were

trained for classifying into healthy class, pre-ictal class and

seizure class. Validation accuracy of 99.33% was obtained

for the spectrogram images. For images using a correlation

coefficient matrix, validation accuracy obtained was

95.33%. However, for images created with mutual infor-

mation, three-class validation provided a low value of

validation accuracy. Hence, it has been converted the

image output to fit into two classes, healthy/normal and

seizure, this was done by combining the images of healthy

and pre-ictal class into normal class keeping seizure class

untouched. A validation accuracy of 97.5 percent was

obtained for this binary classification. Figure 7 illustrates

the training progress and overall accuracy for each training

example.

The performance of the algorithm was also evaluated

using F1-Score. F1-Score is the harmonic mean of preci-

sion and recall. The general formula to calculate precision,

recall and F1-Score, as well as accuracy is provided in

Eq. 8. Since this is not a binary classification problem, we

have calculated the overall F1-Score from the arithmetic

mean of F1-Scores obtained for each class against other

classes [24].

Precision ¼ True Positive

Actual Results
ð8aÞ

Recall ¼ True Positive

Predicted Results
ð8bÞ

Accuracy ¼ True Positiveþ True Negative

Total
ð8cÞ

F1-Score ¼ 2� Precision� Recall

Precisionþ Recall
ð8dÞ

Figure 8 shows the confusion matrix obtained for all three

techniques proposed. The performance parameters such as

precision, recall, accuracy and F-Score are given in

Table 4.

The validation accuracy is compared with the techniques

proposed by other authors. Acharya et.al performed the

seizure detection using BONN University database and

acheived an accuracy of 88.7 % using CNN architecture

[25]. The chrononet architecture proposed by Roy et al.,

used a mixed architecture of CNN and RNN. This archi-

tecture was tested in abnormal EEG data from TUH data-

base and they have achieved an accuracy of 86.57% [26].

Ye Yuan et.al., used STFT � mConvAsemi model and

achieved an ccuracy of 93.97%. They have used CHB-MIT

dataset and for a two-class (ictal and non-ictal) problem

[27]. Omerhodzic et al., used Wavelet-Neural Network

Classifier for the BONN university data and has got an

Fig. 8 Confusion matrix generated for all three classification

Table 4 Performace parameters for each method

Performance parameter Spectrogram Correlation coefficient Mutual information

Precision 99.45 95.71 95.45

Recall 98.89 96.11 98.33

Accuracy 99.33 95.33 97.50

F1-Score 99.16 95.81 96.77
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overall accuracy of 94% [28]. Ahmedt et.al., for two-class

problem using BONN university database, could achieve

an average accuracy of 95.54% with a minimum accuracy

of 90.25% between set A and D and a maximum accuracy

of 99.5% between set A and E [29]. Table 5 compares the

performance of our approach in terms of accuracy with

similar works carried out. It has been seen that there is a

significant improvement in the validation accuracy for our

approach as compared to the different approaches men-

tioned in Table 5.

Conclusion

In this work, a method for automatically detecting epileptic

seizures using electroencephalogram (EEG) signals is

proposed. It was demonstrated how to pre-process EEG

time-domain signals to build an image database and then

use a deep learning architecture to classify the signals. This

method was used to automatically classify EEG signals

into three categories: normal, pre-ictal, and seizure. The

one-dimensional time series data were converted to images

by processing and obtaining features using the spectro-

gram, correlation coefficients, and mutual information

from the seizure, pre-ictal, and normal EEG datasets. For

training and classifying the dataset, we employed the

Alexnet architecture. The spectrogram images produced an

accuracy of 99.33% whereas mutual information and cor-

relation images produced an accuracy of 95.33% and

97.5%, respectively.
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Abstract
A Compact Multiple-Input Multiple-Output (MIMO) antenna of size 16 × 26 mm2 (0.144 
λ0 × 0.234 λ0) with improved isolation is presented in this paper. It covers the bandwidth 
of 2.7–14.9 GHz (FBW is 138.2%), which includes the entire UWB, X band, and Ku band 
applications. The elements in the structure are placed at a distance of 0.018 λ0 (2 mm). 
Optimized values of two parallel strips are placed between the elements for isolation, 
giving│S21│ > 15 dB in most of the band. For further enhancement, four small rectangular 
strips with different dimensions are protruded to the ground plane, resulting in improved 
isolation│S21│ > 20 dB in most of the band. The radiation efficiency and peak gain val-
ues are 86–96% and 0.8–6.6 dBi respectively. Diversity performance is evaluated with the 
Envelope Correlation Coefficient (ECC < 0.06), Diversity Gain (DG > 9.975 dB) and Total 
Active Reflection Coefficient (TARC < − 10 dB). The Parametric study has been done for 
optimization values of the proposed model. The proposed model is simulated & fabricated 
on the FR4 substrate, tested and verified practically. The measured results almost follow 
the simulated results.

Keywords  Elliptical patch · MIMO · Isolation · ECC · DG and TARC​

1  Introduction

Multiple Input Multiple Output (MIMO) technology plays a key role in present wireless 
communication owing to the high data rate and reliability. High data rates are achieved 
through spatial multiplexing and reliability with space–time coding. But the major limita-
tion of MIMO technology is coupling between antenna elements when they are arranged in 
a closed manner. If the separation is high, less coupling occurs but the size of the antenna 
housing will increase. The number of antennas connected tightly together for compactness 
cause more coupling between them. Coupling is introduced mainly due to currents flowing 
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on the metal surface, surface waves in common substrate and collision of radiation in free 
space. Coupling due to free space radiation can be overcome by pattern diversity technique. 
Effect of surface waves and currents on element to element can be reduced by placing para-
sitic patches/stubs, EBG structures, neutralization lines and DGS [1–4]. Ultra-wideband 
technology is being developed rapidly due to low power consumption and less interference. 
But it is facing a problem with multipath fading. This problem is overcome by MIMO tech-
nology using diversity techniques. The combination of UWB with MIMO technology is 
leading efficient role in wireless systems. Isolation is improved between rectangular shaped 
MIMO antennas of size 70 × 120 mm2 and separated with a distance of 4 mm using printed 
stubs [5]. Circular shaped MIMO antenna of size 47 × 93 mm2.

(0.49 λ0 × 0.95 λ0) with improved isolation using T- shaped stub is mentioned in [6]. 
Two elements hexagonal-shaped MIMO antenna of dimension 50 × 60 mm2 with isolation 
enhancement using double-layer EBG structures is discussed in [7]. Orthogonal arrange-
ment of four-element fractal antenna for UWB applications with 45 × 45  mm2 substrate 
dimensions is discussed in [8]. 35 × 50  mm2 (0.333λ0 × 0.233 λ0) size UWB MIMO 
antenna with correlation coefficient (ECC < 0.0036) is studied in [9]. Reconfigurable 
MIMO antenna for ultra-wideband applications with the port-to-port isolation above 20 dB 
is presented in [10]. Offset fed microstrip patch antenna operating from 3.1 to 12 GHz for 
MIMO systems is discussed in [11].

Circular shaped MIMO antenna with improved isolation using a resistive loading tech-
nique is discussed in [12]. Compact MIMO antennas structure of size of 35 × 35 mm2 with 
improved isolation using diversity technique for UWB applications [13]. Quasi circular-
shaped MIMO antenna of size 24 × 42mm2 is arranged in an orthogonal manner for iso-
lation improvement [14]. Ultra-wideband MIMO antenna, achieve high isolation using L 
shaped stubs as discussed in [15]. UWB-MIMO antenna of size 30 × 30 mm2 with isola-
tion enhancement using Y shaped DGS structure is discussed in [16]. Rectangular shaped 
UWB antenna with isolation is S21 > 15 dB for MIMO systems is discussed in [17]. Decou-
pling structures are used for the reduction of coupling between tightly coupled antennas 
[18]. Isolation is improved between antenna elements using the neutralization line tech-
nique, the size of PCB is 80 × 135 mm2 as discussed in [19]. Owl shaped MIMO antenna 
with isolation improvement using protruded strip and the dimensions of the antenna are 
26 × 31 mm2 as discussed in [20]. The overall size of MIMO antennas is 22 × 36 mm2 and 
an isolation enhancement of S21 > 15 dB for UWB-MIMO applications [21]. A compact 
half hexagonal-shaped UWB-MIMO antenna of size 20 × 34  mm2 with high isolation 
(S21 > 20  dB) in most of the band using a double circular ring resonator is discussed in 
[22]. Eye shaped MIMO antenna with low mutual coupling and ECC values less than 0.02 
for ultra-wideband applications is discussed in [23]. 18 × 34  mm2 sized MIMO antenna 
with high isolation (S21 > 22 dB) using stubs and operating from 2 to 20 GHz is presented 
in [24]. Two nine shaped antenna fed with an orthogonal arrangement of microstrip lines, 
whose isolation is greater than 22.5 dB is discussed in [25]. Coupling is reduced between 
antennas to -22 dB when connected side by side with spacing of 2 mm using neutraliza-
tion line and the size of the substrate is 16 × 35 mm2 as mentioned in [26]. The compact 
elliptical-shaped MIMO antenna of dimensions 18 × 23 mm2 with isolation 15 dB from 3 
to 4 GHz and 20 dB from 4 to 12.4 GHz using modified T shaped stub is presented in [27].

In this communication, a compact MIMO antenna is designed, fabricated on low cost & 
widely available FR-4 substrate of size 16 × 26 mm2 (0.144 λ0 × 0.234 λ0), whose dielec-
tric constant is 4.4. The antennas are separated with a distance of 2 mm (0.018λ0), which 
is very small and automatically leads to high coupling (│S21│ < 15  dB) between them. 
To enhance the isolation, optimized values of two parallel strips are placed between the 
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antennas, however not sufficient for MIMO antennas. Four rectangular strips of varying 
dimensions are protruded to the ground plane, which further improves the isolation of 
│S21│ > 20 dB in the entire band. The proposed model simulated using ANSYS Electron-
ics desktop 16.2 and checked the S-parameter values with an Agilent N5230A vector net-
work analyzer. It was tested and verified practically in an anechoic chamber.

2 � Antenna Theory

2.1 � Design Process

The schematic of the proposed model with optimized values is shown in Fig. 1. It consists 
of two elliptical-shaped antennas, two parallel strips and DGS with protruded strips. The 
elements in the model are fed by a microstrip line, whose impedance is 50 Ω. The evolution 
of proposed model is in seven stages and it is depicted in Fig. 2. The basic single radiating 
antenna is designed from the basic elliptical shaped radiator equations [28] and the equa-
tions are represented in (1). To get the better impedance matching, truncation ground has 
been taken to the basic antenna. The parametric study has been done on various parameters 
like ground length, truncated ground and major axis and axial ratios of elliptical shaped 
patch antenna for getting optimized values. After optimizing the parameters, it provides a 
wide impedance bandwidth which is from 3.9 to 12.5 GHz. Later, the same radiator placed 
at a distance of 2 mm, 4 mm, 6 mm and 8 mm is shown in Fig. 3.

If the two radiators are closer, then more coupling is introduced. The second radiator 
placed at a distance of 2 mm (0.018λ0, λ0 measured at the lower frequency of 2.7 GHz) the 
obtained isolation is below 15 dB in most of the band and improvement in lower frequency 
is observed. To improve the isolation between elements two parallel strips with optimized 
dimensions are placed between them. Due to strips, isolation is improved to 15  dB in 
most of the band from 10 dB, except in the band 2.7–4.1 GHz and lower frequency is also 
improved to 2.8 GHz from 3.9 GHz. Coupling is reduced at the lower band by adding rec-
tangular strips to the ground plane. After adding three strips to the ground plane one after 
the other, the isolation is improved at the lower band by 3 dB. Finally, the fourth strip of 

Fig. 1   Proposed model with geometry
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size 0.4 × 4 mm2 is added to the edge of the ground plane, and the isolation is improved to 
20 dB in most of the band. The resultant simulated S-parameters are shown in Fig. 4.

where, ‘L’ is the height of the planar monopole antenna in cm, ‘r’ is the effective radius of 
the equivalent monopole antenna in cm. L = 2B, r = A/4; B = semiminor axis, A = semima-
jor axis, ‘P’ = feed gap with respect to the partial ground in cm, ‘K’ = 1.15; (Proportionality 

(1)fl =
7.2

{(L + r + p) × k}
GHz

Antenna #1

Antenna #2 Antenna#3

Antenna #4 Antenna#5

Antenna #6 Antenna #7

Fig. 2   Evolution stages of proposed model
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Fig. 3   Simulated S-parameters of 
antenna #2 with various distance 
separations

Fig. 4   a Simulated S11 values; b 
Simulated S21 values
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constant for the 4.4 dielectric constant of FR4 substrate) estimates lower band-edge fre-
quency within 10%.

From the basic design (antenna I):
A = 0.575 cm, B = 0.517 cm, L = 1.034 cm,
r = 0.143 cm, P = 0.52 cm, k = 1.15.
`According to the equation:
fl = 7.2/ ((1.034 + 0.143 + 0.36) × 1.15)
 = 4.07 GHz.

2.2 � Parametric Analysis

Parametric analysis of major & minor axis of the radiator, the width of the feed element, 
partial ground plane and the truncated ground plane is performed to determine the imped-
ance performance of antenna. The major axis (M.A = 5.75 mm) & axial ratio (A.R = 0.90) 
and feed width 1.9 mm of the radiator are observed to give good impedance performance. 
The resultant graphs are shown in Fig. 5a and b and the overall impedance bandwidth is 
from 2.7 to 14.9 GHz. Partial ground plane and the truncated ground plane will always 
give wider bandwidth. The parametric study is carried with optimized values of 3  mm 
ground length and the axial ratio of 1 & a major axis of 1.2 mm. Figure 5c and d are repre-
sents the respective graphs. To enhance the isolation between radiators, two parallel strips 
are placed between them. Due to these strips of optimized values of 16 mm length give 
isolation above 15 dB in most of the band except at small band. Figure 5e Shows the para-
metric study of the length of the two strips. The effect of truncated ground on impedance 
matching is shown in Fig. 5f, enhancing isolation to some extent.

2.3 � Surface Current Distribution

To understand the effect of one radiator on the other, the plots of surface current distribu-
tions are required. Figure 6a–h shows the surface current distributions with 3-D polar plots 
at 3.5 GHz, 5.5 GHz, 9.8 GHz, and 14.2 GHz. Here, parallel strips and protruded strips to 
the ground act as reflectors and storage elements. Due to reflections from those elements, a 
little amount of directivity of the proposed model increases thus increasing the gain.

3 � Simulated and Measured Results

The comparison of simulated and measured S- Parameter values is shown in Fig.  7. 
The impedance bandwidths of simulated and measured results are obtained in the range 
2.7–14.9 GHz and 2.6–14.7 GHz respectively. The simulated│S21│ values are above 20 dB 
in most of the band except at the small band. The measured │S21│ values are above 25 dB 
in most of the band. The small discrepancy is observed between simulated and measured 
values due to cable losses and tolerances in fabrication & soldering. Figure 7b and c are the 
front and rear view photographs of the fabricated model.

The radiation efficiency and peak gain values of the proposed model are shown in Fig. 8 
and is above 95% in most of the band. The range of peak gain values of the proposed model 
is 0.8–6.6 dBi and the maximum value is 6.6 dB at 11.2 GHz. The radiation performance 
is studied at 3.5 GHz, 5.5 GHz, 9.8 GHz, and 14.2 GHz. The measured and simulated E 
and H filed patterns are shown in Fig. 9. The shapes of E and H fields are dumbbell and 
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Fig. 5   Parametric analysis of 
a Major axis and Axial ratio 
of Radiator; b Feed Width of 
Radiator; c Ground Length; 
d Truncated Ground Plane; e 
Length of Parallel Strip Lines 
and f Simulated S—parameter 
values of partial ground with & 
without elliptical cut
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Fig. 5   (continued)
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Omnidirectional patterns at low frequencies. But, due to higher modes at higher frequen-
cies, the patterns are disturbed. At these frequencies, the energy will be distributed to all 
the modes, hence patterns are not in shape of dumbbell and Omnidirectional.

4 � Diversity Performance

The diversity performance of MIMO antennas is studied through three metrics namely 
the envelope correlation coefficient (ECC), diversity gain (DG) and total active reflec-
tion coefficient (TARC). The isolation between the two radiators can be studied easily 

Fig. 6   Surface Current Distributions: (a) and (b) at 3.5 GHz; (c) and (d) at 5.5 GHz; (e) and (f) at 9.8 GHz 
and (g) and (h) at 14.2 GHz
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Fig. 7   (a) Simulated and Measured S- parameters of proposed model; (b) & (c) are photographs of front 
and rear views of proposed model

Fig. 8   Simulated radiation effi-
ciency and peak gain values of 
proposed model
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through ECC value. If two radiators are more isolated, the ECC value is low (Ideally 
zero) and if more coupling is present between the antennas, then ECC value is high 
(Ideally one). But, practical acceptable value is 0.5 and it is a real number as it is a 

Fig. 9   E and H field radiation patterns: a at 3.5 GHz; b at 5.5 GHz; c at 9.8 GHz; d at 14.2 GHz and e Pho-
tograph of fabricated model in an anechoic chamber while measuring radiation patterns
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magnitude square of signal correlation [29, 30]. The ECC value can be measured eas-
ily with S- parameter values and it is represented in Eq.  (2). Diversity gain is also an 
important metric to evaluate the diversity performance of MIMO antenna. The relation 
between ECC and DG is represented in Eq. (3). Figure 10a, shows simulated values of 
ECC and DG parameters. The proposed model’s ECC and DG values are lower than 
0.06 and higher than 9.975 dB respectively.

(2)ECC =

|||
S∗
11
S12 + S∗

21
S22

|
||

2

(
1 − ||S11||

2
− ||S21||

2
)(

1 − ||S22||
2
− ||S12||

2
)

(3)DG = 10
√
1 − ECC2

Fig. 10   a Simulated ECC and 
DG Values; b Simulated S11 and 
TARC values
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In MIMO systems, when two radiators are operated at a time, the radiation of one 
radiator will affect the performance of the other radiator. This is due to changes in 
self impedances and mutual impedances. So, the S-parameter values of the individual 
radiator are not sufficient to evaluate the system performance. The entire system per-
formance can be evaluated by considering changes in self and mutual impedances one 
term introduced named as total active reflection coefficient (TARC). It is defined as the 
square root of the difference between all the available power at ports and applied power, 
divide by the applied power [31] and it is represented in Eq. (4). TARC in terms of S- 
parameters for the two-element MIMO antenna is represented in Eq.  (5). Figure  10b, 
describes the comparison between S11 values of single radiator and S11 & TARC values 
of the proposed model. The acceptable TARC values for MIMO systems is below 0 dB 
(TARC < 0 dB). The proposed model gives good TARC values for the entire impedance 
bandwidth, which is below − 10 dB.

The performance comparison of the proposed model with other models is listed 
in Table  1 in terms of size of the antenna, dielectric constant (εr), the spacing between 
antenna elements, impedance bandwidth, isolation, peak gain, radiation efficiency, ECC, 
and TARC with references [5–8, 10–15, 17, 20–23, 25 and 27] for performance com-
parison. The proposed model has more advantages like compactness, wider impedance 
bandwidth, high isolation, high-efficiency, low ECC and high DG compared with the lat-
est literature. In most of the references, TARC values are not represented. But, TARC is 
an important parameter to evaluate the overall MIMO system performance. It considers 
the changes in individual antenna’s impedances due to adjacent elements and changes in 
mutual impedances. So, S- parameters of individual antennas are not sufficient for analyze 
the overall system performance. The proposed model gives good TARC values, which are 
below − 10 dB (Acceptable TARC values are below 0 dB). Hence, the proposed model is 
suitable choice for the portable wireless device applications.

5 � Conclusion

A Compact MIMO antenna of size 16 × 26 mm2 (0.144 λ0 × 0.234 λ0) is presented in 
this paper. The elements in the model are separated with a distance of 2 mm (0.018λ0). 
The proposed model gives an impedance bandwidth (│S11│>10 dB) of 2.7 to 14.9 GHz. 
Two parallel and four strips are protruded to the ground plane for the isolation enhance-
ment. Due to these elements, the isolation (│S21│) is improved to above 20 dB. The radia-
tion efficiency and peak gain values are above 86% for the entire band and 0.8 to 6.6 dBi 
respectively. The diversity performance is checked with metrics ECC, DG and TARC val-
ues. These are below 0.06, above 9.975 dB and below − 10 dB respectively. The proposed 
model covers the entire UWB, X- band and Ku band applications.

(4)TARC =

√
Available power − Radiated power

Available power

(5)
TARC =

√√√
√

|||
(
S11 + S12e

j�
)2|||

+
|||
(
S21 + S22e

j�
)2|||

2
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ABSTRACT
The paper presents a novel miniaturized (1.2 λ0 × 0.5 λ0 × 0.026 λ0) 
frequency reconfigurable travelling wave antenna (TWA) operating 
at 8–12 GHz band. The antenna uses PIN diodes arranged in a novel 
configuration to produce frequency reconfigurability and operates 
at single frequency bands of 8.5, 9, 9.35, 9.9, 10.45 and 11 GHz with 
an average bandwidth of 1 GHz based on different switch config
urations. The proposed antenna demonstrates an efficiency>80% 
for the operating frequency in different stations while maintaining 
a stable average gain of 8.5 dBi. The antenna’s compact nature and 
high gain make it suitable for several applications within modern 
satellite communication devices and radar systems. The proposed 
antenna is designed and tested for its conformality using CST 
Microwave-Studio. The proposed design is further verified with 
a fabricated prototype measured in an anechoic chamber, agreeing 
well with the simulated results.
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1. Introduction

To support the recent technical advancements, miniaturized reconfigurable antennas 
have been in great demand for remote sensing applications. Frequency reconfigurable 
antennas allow the user to resonate at different frequency bands, allowing several 
functions to be operated within the same device. Furthermore, frequency reconfigurable 
antennas allow the development of compact and flexible systems.

Different frequency reconfigurability techniques have been explored in the literature. 
One of the most common techniques is changing the antenna’s electrical length, resulting 
in a change in the resonant frequency. Planar antennas such as microstrips (Bansal & 
Gupta, 2020) are demonstrated to be easily reconfigured using PIN diodes and micro- 
electro-mechanical system (MEMS) switches. Several antennas have been presented in the 
literature (Abdulraheem et al., 2017; Fadamiro et al., 2019; Ismail et al., 2021; Sahu & 
Sharma, 2017; Valkonen et al., 2010) where such RF switches are used in radiating 
elements and a ground plane to control the surface current and, hence, affect the band 
of operation. Such RF switches allow fast response time and ease of fabrication, making 
them very popular for several reconfigurable antennas. Another interesting method of 
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using PIN diodes for frequency reconfigurability was presented in (Nikolaou et al., 2009), 
where three frequency bands were switched by truncating the antenna using closed stub 
matching networks. Another standard method for introducing frequency reconfigurability 
involves varying electrical properties of the resonator using varactor diodes. Varactors 
introduce an external capacitance that can be varied with the change in voltage, which 
further introduces frequency reconfigurability (Atallah et al., 2016; Shirazi et al., 2018; 
Young et al., 2015).

Apart from the reconfigurable characteristics of an antenna, miniaturization is another 
essential factor. Compact antennas allow smaller form-factor for the overall device 
(Iftikhar et al., 2020). Several ultra-wideband (UWB) and multi-band antennas with some 
sort of reconfigurability have been presented in the literature (Arif et al., 2019; Gupta et al., 
2020; Luadang et al., 2018; Mohamadzade et al., 2020; Paracha et al., 2018; Simorangkir 
et al., 2018), but such antennas tend to have limited applications. Modern-day commu
nication systems require compact solutions with multi-band operation and easy switching 
mechanisms (Ahmad et al., 2018).

This paper presents a compact travelling wave antenna operating at X-band with 
frequency reconfigurability. Antenna design methodology and the novel switching tech
nique are described in Section 2. Antenna’s performance with the help of simulation and 
further verification with measured results are presented in Section 3. Parametric analysis 
for the antenna and results for its conformality is described in Section 4, followed by 
a conclusion in Section 5.

2. Proposed design

This section provides the geometrical description of the proposed antenna and proposed 
switched array configuration. The antenna is demonstrated to be reconfigurable with the 
help of PIN diodes used to control the electrical parameters of the antenna.

2.1. Antenna geometry

The proposed antenna geometry is presented in Figure 1. The proposed antenna is 
designed on an RT-Duroid 5880 substrate (relative permittivity, εr = 2.2; loss tangent, 
tan δ = 0.0009) of height, h = 0.787 mm. The unit cell is designed to be a mutually coupled 
S-shaped microstrip line with an open stub fed using a microstrip line. The proposed 
structure is an array of 8 S-shaped radiating elements connected using PIN-diodes. The 
S-shaped radiating elements are bent at an angle of 30° to achieve the maximum 
radiation characteristics for the antenna. The radiating elements are backed with a full 
conducting ground plane of thickness t = 0.035 mm. The geometrical parameters of the 
proposed antenna are as follows: wf = 1.6 mm, l1 = 9 mm, l2 = 4.3 mm, d = 0.4 mm, 
g = 1 mm, wu = 0.5 mm, l = 35 mm (≈ 1.2λ0) and w = 15 mm (≈ 0.5λ0).

To further facilitate the design process and understand the unit-cell better, the unit cell 
was simulated using CST-Microwave Studio. The simulated S-parameters can then be used 
to calculate the phase constant for the unit cell using the equation (Sarkar et al., 2018), 

βp ¼ cos� 1 1 � S11S22 þ S12S21

2S21

� �

(1) 
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Here, β is the phase constant for the proposed antenna, p is the periodicity of the unit cell, 
S11& S22 are the simulated reflection coefficients, and S12 and S21 are the simulated 
transmission coefficients for the unit cell. The calculated dispersion curve is presented 
in Figure 2, which demonstrates the frequency band of 7–12 GHz falling under the 
radiating region.

Figure 2. Propagation constant for the proposed antenna.

Figure 1. Top view of the schematic for the proposed antenna and zoomed-in view of the radiating 
element.

INTERNATIONAL JOURNAL OF ELECTRONICS LETTERS 3



2.2. Switching technique

PIN diodes behave as RF switches in the radiating elements, and they create an RLC circuit 
for both ON and OFF states. The proposed design uses Skyworks’ SMP1340 PIN diodes. It 
offers a resistance of 0.81 Ω in the ON state and a very high resistance for the OFF state, 
making it suitable for switching applications at X-band. The proposed design uses seven 
PIN diodes, connecting the radiating elements. The switches are arranged alternatively for 
ease in biasing and make the switching method robust, as shown in Figure 3. The switch 
diodes being arranged alternatively can be controlled using alternative biasing lines. If the 
diode is being maintained at the same potential at both arms, it will behave in the OFF 
state unless the potential difference between the two arms is 3.3 V.

3. Simulated and measured results

3.1. Antenna performance

To evaluate the performance of the proposed leaky-wave antenna, it was designed and 
simulated using CST Microwave Studio. The design uses a waveguide port to feed the 
designed model and touchstone files for the PIN diodes to include their effects on the antenna 
performance within the simulation. The final model was fabricated on an RT-Duroid 5880 
substrate (relative permittivity, εr = 2.2; loss tangent, tan δ = 0.0009) of height, h = 0.787 mm, 
and an SMA connector is used to feed the proposed antenna. The fabricated antenna has been 
presented in Figure 4 and is measured on an Anritsu MS46522B vector network analyser (VNA).

The resonant frequency for the proposed antenna is reconfigured using different 
switch configurations. The switches are biased (for ON state) by maintaining a 3.3 V 
potential difference on the corresponding biasing lines and are kept in OFF state by 
keeping the potential difference at 0 V (by either grounding or providing the same 
voltage for both biasing lines of the switch). Table 1 gives a truth table specifying different 
resonant bands for different switch configurations. Simulated and measured S-parameter 
results for the proposed antenna shows a perfect agreement and further verify the 
frequency reconfigurability characteristics of the proposed antenna (see, Figure 5). The 
antenna offers an average gain of 8.4 dBi with an efficiency greater than 80% for the 
resonant frequency at different frequency bands, as shown in Figure 6.

Figure 3. Proposed PIN diodes-based switching configuration and biasing lines.
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The measured radiation pattern for the proposed antenna is presented in Figure 7. The 
antenna presents an average gain of 8.52 dBi for all six switch configurations. The slight 
change in beam-angle is due to a change in phase delay between each radiating element 
with the change in frequency and can simply be calculated using the general principle of 
leaky-wave antennas (Balanis, 2005; Elliott, 2003). However, the antenna presents an 
average half-power beamwidth of 60° in the elevation plane and 90° in the azimuth 
plane, allowing almost constant radiation in one direction. The side-lobe level (SLL) is 
maintained below 12 dB for all cases.

3.2. Parametric analysis

To present the robustness of the design and further verify the antenna’s performance for 
its conformality, some of the crucial parameters of the proposed design have been tested 
in simulation. The S-shaped radiating element is bent at an angle of 30° for a suitable 
impedance match between the feedline and the radiating element, allowing maximum 
radiation. This is further verified with the S-parameter plot for the unit cell presented in 
Figure 8.

Figure 4. Fabricated TWA design with highlighted PIN diodes and biasing lines.

Table 1. Frequency truth table.

Case SW1 SW2 SW3 SW4 SW5 SW6 SW7 Freq (GHz)
BW 

(MHz)

A 0 0 0 0 0 0 0 8.50 1200
B 1 0 0 0 0 0 0 9.05 1000
C 1 0 0 1 0 0 1 9.35 1200
D 1 0 1 0 1 0 1 9.90 1150
E 1 1 0 0 1 1 0 10.45 1200
F 1 1 1 1 1 1 1 11.00 1150
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The antenna is a travelling wave structure, and each radiating element receives 
a reduced power from the last element. The amount of power left after the eight elements 
have radiated and reflected is negligible, hence the number of radiating elements. This is 
further verified in simulation by defining a waveguide port on either side of the radiating 
element and studying the S-parameters. The amount of power reflected can be calculated 
using S11, and the amount of power sent forward can be calculated using S21. Figure 9 

Figure 5. Simulated (dashed) and measured (solid) S11 for the proposed antenna.

Figure 6. Measured radiation efficiency (dB) measured gain (dBi) for the proposed antenna.
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Figure 7. Measured radiation pattern for different cases in Azimuth and Elevation plane at (a) 8.5 GHz, 
(b) 9 GHz, (c) 9.35 GHz, (d) 9.9 GHz, (e) 10.45 GHz and (f) 11 GHz.

Figure 8. Simulated linear S11 and S21 for the unit cell at different tilt angles.
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Figure 9. Simulated S11 and S21 demonstrating the amount of power left after 8 elements of the 
proposed array have radiated out.

Figure 10. Measured (solid lines) and simulated (dashed lines) S-parameter plot for conformality of the 
proposed antenna for a radius of 0, 20 and 40 mm.
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presents simulated S11 and S21 for the antenna when tested for one to ten elements. As 
seen from the plotted graph, the amount of power left after the eighth element is radiated 
out is negligible, and hence, verifying the initial theory.

Conformal antennas have been in massive demand for weather radar and similar 
applications. The proposed antenna is printed on a thin substrate, allowing for minimal 
conformality. However, the antenna being tiny in the Y-axis (w = 15 mm), it is impossible 
to bend the antenna in this direction. The antenna was measured for conformality in 
X-axis for a bend radius of 0 mm, 20 mm, and 40 mm. The variation in S-parameters for the 
conformed shape is presented in Figure 10.

The measured radiation pattern for the conformality is shown in Figure 11. The 
antenna was measured in an NSI2000 anechoic chamber and was conformed on 
a metallic pipe of radius, rc = 20, and 40 mm. The antenna’s gain is found to have 
a minimal change of ±0.12 dBi which can be considered negligible. However, the direction 
of radiation had a significant change. The beam direction changed from 31° in elevation 

Figure 11. Measured radiation pattern in (a) Elevation and (b) Azimuth plane for the conformed 
antenna for radius, rc = 0, 20 and 40 mm.

Table 2. Comparison of the proposed work with the literature.

Ref Freq. Band Size No. of Reconf. Freq. Bands
Avg. 

Bandwidth
Gain 
(dBi)

(Abdulraheem et al., 
2017)

2.2–6 GHz 50 mm × 45 mm 10 240 MHz 0.8–5.8

(Fadamiro et al., 2019) 1–3 GHz 63 mm × 69.75 mm 4 1 GHz 1.2–4
(Shirazi et al., 2018) 1.8– 

5.7 GHz
80 mm × 80 mm 2 300 MHz 0.1–4.2

(Young et al., 2015) 0.5– 
3.5 GHz

47.7 mm × 45 mm 5 500 MHz 2

(Atallah et al., 2016) 1.7– 
5.7 GHz

40 mm × 40 mm 3 500 MHz 0.3–0.8

(Ahmad et al., 2018) 4.2–7 GHz 24 mm × 20 mm 5 400 MHz 2.5–3.1
This Work 8–12 GHz 35 mm × 15 mm 7 1 GHz 8.1–8.6
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plane for no conformality to 27° for rc = 20 mm and 22° for rc = 40 mm. This can be 
explained by the change in the radiator’s direction with conformality. The antenna 
maintains a similar efficiency with and without conformality, and hence, the antenna 
can be considered suitable for several weather radar applications and for mounting on 
curved surfaces.

The performance and miniaturised nature of the proposed antenna are compared with 
the literature in Table 2 to further appreciate the presented work’s importance.

4. Conclusion

The article presented a miniaturized travelling-wave antenna with frequency reconfigur
ability, operating at X-band (8–12 GHz). The proposed antenna used PIN diodes in a novel 
configuration to control different radiating elements of the array. The antenna is pre
sented to be operating at 8.5, 9.05, 9.35, 9.9, 10.45 and 11 GHz for different switch 
configurations. The frequency reconfigurability is attained by connecting different radiat
ing elements of the proposed array using PIN diodes. Each operating mode is shown to 
have a minimum bandwidth of 1 GHz. The antenna was measured in an NSI2000 anechoic 
chamber for its radiation characteristics, and it presented an average gain of 8.5 dBi 
throughout the frequency band for different configurations with an efficiency >80%. The 
antenna is further tested for its conformality, where it was bent across its length on 
a metallic pipe of radius 20 and 40 mm, respectively. The antenna presented a stable gain 
with a slight change in the beam direction. Each antenna configuration demonstrates 
a slight change in the beam declination, which is believed to be because of the antenna’s 
travelling-wave nature. Each element being fed sequentially introduces a phase delay, 
resulting in a beam declination. This beam-declination changes with the phase delay, 
which is further controlled with the operating frequency. The fabricated prototype pre
sents a good agreement with the simulated results. Furthermore, the directional beha
viour of the antenna, along with frequency reconfigurability, conformality and high gain, 
maintains a small form-factor of 1.2 λ0 × 0.5 λ0 × 0.026 λ0, which makes it a suitable 
candidate for several communications and radar applications.
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Abstract

The novel coronavirus disease (SARS‐CoV‐2 or COVID‐19) is spreading across the world and is
affecting public health and the world economy. Artificial Intelligence (AI) can play a key role in
enhancing COVID‐19 detection. However, lung infection by COVID‐19 is not quantifiable due to
a lack of studies and the difficulty involved in the collection of large datasets. Segmentation is a
preferred technique to quantify and contour the COVID‐19 region on the lungs using computed
tomography (CT) scan images. To address the dataset problem, we propose a deep neural net‐
work (DNN) model trained on a limited dataset where features are selected using a region‐spe‐
cific approach. Specifically, we apply the Zernike moment (ZM) and gray level co‐occurrence
matrix (GLCM) to extract the unique shape and texture features. The feature vectors computed
from these techniques enable segmentation that illustrates the severity of the COVID‐19 infec‐
tion. The proposed algorithm was compared with other existing state‐of‐the‐art deep neural
networks using the Radiopedia and COVID‐19 CT Segmentation datasets presented specificity,
sensitivity, sensitivity, mean absolute error (MAE), enhance‐alignment measure (EM ), and
structure measure (S ) of 0.942, 0.701, 0.082, 0.867, and 0.783, respectively. The metrics
demonstrate the performance of the model in quantifying the COVID‐19 infection with limited
datasets.

Keywords: artificial intelligence, computed tomography image, deep neural network, feature
extraction, limited training points, segmentation, Zernike moment

1. INTRODUCTION

The novel coronavirus disease‐2019 (COVID‐19) is a lung infection caused by Severe Acute
Respiratory Syndrome (SARS) and is transmitted from person to person easily. The first human
COVID‐19 case has been reported in Wuhan city, China in December 2019.  This disease was
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traced during the sewage water study from Milan and Turin in Italy before China identified the
first case and the related information was shared in a recent article.  The World Health
Organization (WHO) has reported 10.59 million COVID cases across 213 countries and territo‐
ries, as of June 2020. A large percentage of the population at present is affected by this disease.
The recovery and mortality rates are 54.22% and 4.91% approximately. All over the world, re‐
searchers from biomedical departments are involved in an effort to find the effective vaccine
for the COVID‐19.  However, early detection is very important for choosing the right type of
treatment to control the disease and avoid the spread. AI has been crucial in helping and serv‐
ing the automated diagnostics and public health surveillance to analyse the severity of the
COVID‐19 as well as in protecting the people from the virus spread. 

In the human body, the lungs are the major organs of the respiratory system. The disease in
the lung will affect the entire air circulation system and may even result in death. The other ma‐
jor diseases that affect the lungs are lung cancer, tuberculosis, pneumonia.  ,  Also, some
microorganisms such as fungus, bacteria, and virus may cause illness which requires proper
medical treatment to cure the infection/disease. Likewise, the infection caused due to the
COVID‐19 virus requires the same. The most commonly used COVID‐ 19 tests are RT‐PCR and
antigen testing. Reverse transcription polymerase chain reaction (RT‐PCR) is the standard
COVID‐19 test used to detect the viral nucleic acid that provides the genetic information of the
virus. The test requires nasopharyngeal and throat swabs collected from the infected person.
The duration of the test is too long and the result of RT‐PCR is affected by sampling errors and
low viral load.  The antigen test is designed to detect the spike protein that is responsible for
facilitating the entry of virus into the human cell. Though the test is fast, its sensitivity is poor.

An alternate detection method for COVID‐19 is based on medical imaging techniques that iden‐
tify the infected location and infection rate. Medical imaging records the information in the lung
region using chest radiography (X‐rays) and Computed‐Tomography (CT) scan.  ,  ,  , 
Compared to the X‐rays, a CT scan is mostly preferred for detecting the radiographic features
of COVID‐19 from the three‐dimensional view of the lung's region.  Further, the CT scans can
be used to give two‐dimension views: axial view, coronal view, and sagittal view for the proper
COVID infection detection. CT scan imaging of lungs gives good sensitivity to examine the
COVID‐19 infected region even before the medical symptoms occur. 

The spread of the infection due to COVID‐19 in the lungs are identified through Ground glass
opacification (GGO) and pulmonary consolidation phases. GGO is identified in the early stage of
the infection whereas pulmonary consolidation indicates the final stage of the disease. These
phases are observed from the CT scan images of the COVID cases.  ,  The qualitative rate of
the disease indicated in CT scans provides important information to guide against COVID‐19.

Rajinikanth et al.  suggested that infection visibility analysis using CT scans gives better capa‐
bility and reliability in the detection of the disease using the two‐dimensional (coronal) view.
The dataset used is obtained from the Radiopedia database.  The experimental analysis and
the simulation of the model were performed in a MATLAB environment.

Accurate segmentation of radiographic features is important to quantify the disease in CT scan
images. Segmentation of medical images needs marking manually by experts. As the number of
COVID cases is increasing rapidly, it is difficult to label the infected region manually. Thus, auto‐
matic segmentation is needed from the CT scans to detect the infected region.  From the
above consideration, our contributions are as following:
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1. We propose a Deep Neural Network (DNN) model to detect and segment the COVID‐19
from the axial view CT scan image from Radiopedia and COVID‐19 CT Segmentation
database. Our model provides better performance with limited number of training points.

2. Using the region‐specific approach, instead of taking all the training points or images, 
limited training points are chosen from the infected region as well as the background region
of the CT scan image. Before selecting the training points, for each image, the shape and
texture descriptors are extracted using Zernike moments and GLCM, respectively.

3. The performance of the proposed method is evaluated using the standard metrics for the
different test images and evaluated metrics are compared with the existing models.  ,  ,

 ,  ,  , 

The methodology needs enhancement techniques for CT scans of the COVID‐19 dataset, fea‐
ture extraction and appropriate classifier model to detect and segment the infected region. The
rest of the paper is arranged as follows. Section 2 discusses the related works on the COVID‐19
using AI techniques. Section 3 gives a detailed explanation and workflow of methodology and
implementation. Sections 4 and 5 outline the experimental design, results and discussion.
Section 6 provides the conclusion.

2. RELATED WORKS ON THE COVID‐19 USING AI

A comprehensive list of work for COVID‐19 image‐based AI techniques are found in Maga et al.
 and Fu et al.  Developing a deep network gives more benefits for automatic and fast seg‐

mentation of the medical images.  Camouflaged object detection (COD) is introduced to iden‐
tify the embedded object with their surroundings.  COD is beneficial in medical image applica‐
tions such as lung infection segmentation. Ali et al.  proposed the integration approach con‐
sisting of unsupervised machine learning (self‐organizing map), dimensionality reduction
(principal component analysis) and computational classification (Adam Deep Learning) to
present a better classification performance. Particularly, the U‐Net model works well in many of
the segmentation tasks for medical images.  There are a few applications that have adopted
U‐Net for liver, heart, and multi‐organ segmentation.  ,  ,  Chen et al.  has proposed a
deep learning model for multiple regions auto segmentation for COVID‐19 and used the aggre‐
gated residual transformations to extract the features from the CT image. Contrastive learning
is proposed to train the encoder module, which provides the expressive feature information
from the publicly available CT image COVID‐19 dataset.  The Deep Learning model requires a
lesser number of image samples for training the dataset to provide an automatic classification
of COVID‐19 infected images. Also, the authors concluded that the contrast learning method
achieves better performance than ResNet‐50. Narin et al.  have analysed the ROC result of
three Convolutional Neural Network (CNN) models such as ResNet‐50, InceptionV3, and
Inception‐ResNetV2 using a chest X‐ray image. Shi et al.  have discussed pre‐processing the
COVID CT images using location‐specific feature extraction and infection Size Aware Random
Forest method (iSARF) to distinguish the infection level and then classification using random
forest. The iSARF performed well by providing Sensitivity, Specificity and Accuracy of 0.907,
0.833 and 0.879, respectively. Yujin et al.  proposed, the patch‐based CNN using a novel prob‐
abilistic Grad‐CAM saliency map with a limited number of training points from the chest X‐rays.
Wang et al.  proposed an open‐source CNN model called COVIDNet, which is trained and
tested by the COVIDx dataset. It is useful to identify the COVID‐19 infection from chest X‐rays
and has achieved a sensitivity of 80%.
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Lung Infection Segmentation Deep Network (Inf‐Net) used to detect the COVID‐19 infection in
the lungs, from the CT image slices where a parallel partial decoder is adapted to extract the
high‐level features.  Later implicit reverse attention and explicit edge attention are used to
enhance the features. Charmaine et al.  have presented the deep learning model using the lo‐
cation‐attention oriented approach to calculate the probability of COVID‐19 infection region.
Chest CT dataset is used for training the deep learning system.

A novel semi‐supervised shallow learning model including Parallel Quantum‐Inspired Self‐su‐
pervised Network (PQIS‐Net) with Fully‐Connected (FC) layers for automatic segmentation of
COVID‐19 CT image is proposed in Konar et al.  The patch‐based classification was applied to
the segmented images for the diagnosis of COVID‐19 using the two publicly available datasets.
The efficiency (F1‐score and AUC) of the PQIS‐Net was compared with pre‐trained convolu‐
tional based models.

The truncated VGG‐19 model was proposed to analyse the COVID‐19 CT scans. TheVGG‐16
model was used to extract features from the CT images using fine‐tuning.  The feature selec‐
tion was achieved through Principal Component Analysis (PCA) and the classification was done
using four different classifier methods such as deep convolutional neural network (CNN),
Bagging Ensemble with support vector machine (SVM), Extreme Learning Machine (ELM) and
Online sequential ELM on 208 test images. From the different classifiers, Bagging Ensemble
with SVM have achieved the following: an accuracy of 95.7%, AUC0.958 and F1‐score 95.3%.

The three‐phase COVID‐19 CT image detection model is introduced in Ahuja et al.  The mod‐
ules are as follows: (a) Augmentation using stationary wavelets; (b) COVID‐19 detection using
pre‐trained CNN model such as ResNet18, ResNet50, ResNet101, and SqueezeNet; (c)
Abnormality localization in CT scan images. The experimental analysis showed that the pre‐
trained ResNet18 transfer learning model has given a better classification accuracy of 99.82%
for training and 99.4% for testing.

A pipeline model is presented in Dey et al.  with several sub‐modules to classify the seg‐
mented region from the COVID‐19 images. First, the COVID‐19 CT images are segmented using
the using Social‐Group‐Optimization and Kapur's Entropy thresholding, followed by K‐means
clustering and morphology‐based segmentation. Next, a classification module is introduced to
classify the segmented region. Here PCA based fusion technique is used to fuse the features
and then fused features are trained with different classifiers such as Random Forest, k‐Nearest
Neighbours (KNN), Support Vector Machine with Radial Basis Function, and Decision Tree.
Experimental results indicated an accuracy of 91% and 87% with Morphology‐based segmen‐
tation and kNN classifier. A summary of the various techniques available for COVID‐19 screen‐
ing is presented in Table 1.
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TABLE 1

Literature summary of related techniques for COVID‐19 screening

Reference Technique Dataset Findings

33 Aggregated residual
transformations to learn a robust
and expressive feature

representation.

110 COVID‐19 CT image
of size 512 × 512 are
collected from 60

patients.

The model gives 0.95 preci‐
sion and 0.89 accuracy.

12.7% of accuracy and
14.5% of precision are im‐
provement with U‐Net

model.

34 Contrastive learning method. MedSeg dataset:110 CT
COVID‐19 images. COVID‐

19 CT dataset: 349 CT
COVID‐19 images 397
Non‐COVID images.

ResNet‐50 performance
gives accuracy of 0.868,

recall of 0.872, AUC of
0.931.

35 ResNet50, InceptionV3 and
InceptionResNetV2.

Chest X‐ray 100 images:
50 non‐infected image and
50 infected images. All

images are 224 × 224 pixel
size.

ResNet50 model provides
good classification
performance with 98%

accuracy than other two
proposed models (97%
accuracy for InceptionV3

and 87% accuracy for
Inception‐ResNetV2).

36 An infection Size Aware Random

Forest method (iSARF).

COVID‐19 images are

taken from 1658 patients.

iSARF yielded sensitivity of

0.907, specificity of 0.833,
and accuracy of 0.879.

37 A patch‐based convolutional
neural network approach.

COVID‐19 dataset: 180
infected image of size 224 
× 224.

Global approach gives
70.7% of accuracy, 60.6%
of precision, 60.1% of re‐

call, 59% of F1‐score.

Local approach gives 88.9%

of accuracy, 83.4% of preci‐
sion, 85.9% of recall,
84.4% of F1‐score.

19 COVID‐19 Lung Infection
Segmentation Deep Network (Inf‐
Net) with a parallel partial

decoder method is to aggregate
the high‐level features.

Dataset consists of 100
axial CT images from dif‐
ferent COVID‐19 patients.

45 CT images randomly

Inf‐Net achieves 0.692 of
sensitivity, 0.943 of
specificity, 0.725 of

sensitivity, 0.960 of
specificity.
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Wang et al.  have proposed the weakly‐supervised deep learning (UNet and DeCoVNet) using
3‐Dimensional CT volumes to identify COVID‐19.The literature indicates the successful evalua‐
tion of COVID‐19 infection using deep learning and traditional machine learning methods by
various researchers. But the study also clarifies that some of the regions are not evaluated in
the classifier layer due to lack of training data samples and inefficient feature representation.
The detailed design flow of the proposed framework is explained in the next section.

3. METHODOLOGY

The Datasets used in the proposed framework consists of 80 images of size 512 × 512 pixels (3
channels). The segmentation process of each CT image involves (a) pre‐processing, (b) extract‐
ing the robust and sensitive features, (c) training the region‐specific region, and (d) segmenting
the region of interest (infected region) from the background. The block diagram of the pro‐
posed methodology is as shown in Figure 1.

FIGURE 1

Block diagram for the flow of binary classification for computed tomography image
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3.1. Pre‐processing and feature extraction methods

The pre‐processing is based on the standard enhancement approach  called adjust image in‐
tensity values (imadjust). This approach describes the expressive information from the COVID‐
19 CT image by adjusting the contrast of the GGO and pulmonary consolidation region. The in‐
fected pixels are brightened visually as shown in Figure 2. Also, the Contrast Improvement
Index (CII)  metrics are analysed to highlight the importance of pre‐processing on the COVID
dataset. The image quality (pixel intensity) is improved by 30% to 40% when compared to the
original CT image as shown in Table 2. CII is computed based on Equations (1) and (2).

(1)(1)

(2)(2)

where C  and C  are the contrast of the enhanced and original images respectively,
C is the average value of the contrast in the enhanced or original image. I and I are the mean
value for foreground and background contrast of the image. A higher CII value indicates im‐
provement in image quality.

FIGURE 2

A, Original computed tomography image; B, Image after enhancement
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TABLE 2

CII values for the pre‐processed COVID‐19 CT images

Number of

images

Contrast for the original

CT image

Contrast for the pre‐

processed image

CII for the pre‐

processed image

1 0.5984 0.8166 1.3646

2 0.4264 0.7348 1.7234

3 0.1650 0.3279 1.9872

4 0.4808 0.6698 1.3931

5 0.4846 0.9497 1.9599

Note: Default CII value for the original image is 1.000.

The enhanced images present significant details for extracting the features. The extraction of
features is a description of each pixel of the CT image that contains descriptive information in
the form of a stack of the vectors (feature vector). The feature vector helps to find out the out‐
put class (infected COVID‐19 region and background region). The feature vector considered for
the work is the integration of shape and texture features. The texture features are derived
from the gray level co‐occurrence matrix and shape descriptor features are extracted from the
Zernike moment.

3.2. Zernike moment (ZM) based shape descriptor features and gray level co‐occurrence

matrix (GLCM) for texture features

Based on the infection stage/level, the infected region of COVID‐19 CT images has dissimilarity
in shapes, sizes and structures of the geometry. The shape descriptor is good to define the in‐
fected pixel information range from its background region. The shape parameters can be ex‐
tracted using descriptor based on Zernike and Hu moments.  ,  For better representation,
the shape descriptor should possess the properties such as (a) provide low redundancy and
higher discrimination ability. (b) Rotation, scale and translation invariance, and (c) present
coarse to finer detail representation.

Hu moments require extensive computation power to calculate higher order moments.
Therefore, we choose the ZM based shape descriptor for representing shape features of the
COVID‐19 lungs image. The ZM is calculated for every pixel of the pre‐processed image by slid‐
ing a window of size 5 × 5 with a stride of 1 along the column and row. For the computation of
ZMs, different polynomial orders (n) and the corresponding repetition factor (m) were consid‐
ered for the function I(x, y). Next, we compute the Zernike moments, by projecting I(x, y) onto
the set of complex Zernike polynomials as given in Equation (3).

(3)(3)

47 48

= (x, y), + ≤ 1Znm
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π
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where, P (x, y) is Zernike polynomial, I(x, y) is the image of size 5 × 5 pixels, n is a non‐nega‐
tive integer, m is an integer such that 0 ≤ |m| ≤ n , and n − |m| is even. The function P (x, y) is
the complex conjugate of the orthogonal basis function P (x, y) defined as:

(4)(4)

where,  and .

The radial polynomial R (r) is defined as:

(5)(5)

The Zernike moment obtained from the Equation (3) is a complex number represented as
shown in Equation (6):

(6)(6)

(7)(7)

Equation (7) is the magnitude of the Zernike moment |Z | that denotes the ZM shape de‐
scriptor for specified n and m. Thus, a total number of 36|Z |were obtained with n ranging
over 1 to 10 and matching combinations of n, m with m such that 0 ≤ |m| ≤ n, and n − |m| is even
for every pixel. The magnitude of ZM calculated for every pixel to find the ZM feature maps are
as displayed in Figure 3.

nm 
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FIGURE 3

Zernike moment features with different combination of n and m [Color figure can be viewed at
wileyonlinelibrary.com]

From the observation of Zernike features, we find that all the 36 different |Z | provide
unique information about the infected and background region. To analyse the Zernike robust
feature (ZM ) and Zernike sensitive feature (ZM ), each point is taken from both the regions
with 36 ZM for different n, m and are plotted as indicated in Figure 4 and the separation of the
ZM and ZM is indicated in Equations (8) and (9).

(8)(8)

(9)(9)

nm 

 h  l 
​

 h  l 
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FIGURE 4

Experimental analysis of low‐level and high‐level feature from Zernike moment (total 36 Zernike feature, red
– infected point, green – background point) [Color figure can be viewed at wileyonlinelibrary.com]

From the different combinations of ZM feature extraction image, we plot the intensity range for
the set of pixels for the 1st image of the dataset. The graphical plot presented in Figure 5 rep‐
resents number of pixels in x‐axis and ZM features in y‐axis. The above observation indicates
that the Zernike features from background information are dense at the bottom region and the
infected region information mostly occurs above a specific threshold.
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FIGURE 5

Plots for Zernike moment features from specific region of the training image (Red points represent back‐

ground and Green points represents infected pixels) [Color figure can be viewed at wileyonlinelibrary.com]

To make the binary classification more accurate, we add an extra texture feature computed us‐
ing the GLCM. The texture feature is more important in medical imaging (CT image) for extract‐
ing the GGO and pulmonary consolidation features.  GLCM consists of the relationship of the
different angles between image pixels. If the gray level co‐occurrence matrix obtained from an
image be denoted as q = [q(r, s |d, θ)]. In this point, GLCM is used to estimate the features of r 
pixel frequency with the feature of sth pixel frequency by the length (d = 1) and direction (θ =
0). The computation of the texture feature follows the same procedure as that of ZM, that is,
computing the texture features for every pixel by moving a window of 5 × 5 with a stride of 1
over the pre‐processed image.
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From GLCM, texture features such as entropy, variance, contrast, correlation, dissimilarity, en‐
ergy and homogeneity are calculated. Among all these features, we considered the GLCM vari‐
ance and contrast as shown in Equations (10) and (11). These two features are combined to
form GLCM features Gf that gives proper discrimination of infected region and background re‐
gion from the CT image.

(10)(10)

(11)(11)

(12)(12)

where, i refers to the number of training images, ‘ μ ’ denotes mean and ‘N’ denotes the image
size, Gf refers the GLCM features (2 features). The intensity for the GLCM feature images (con‐
trast and variance) is plotted as shown in Figure 6. It represents number of pixels in x‐axis and
GLCM features in y‐axis. Here the red points denote infected region and green points denote
background respectively. The observation gives clear distinction between the background re‐
gion and infected region.

FIGURE 6

Plots for GLCM features from specific region of the training image (Red points represents background and

Green points represents infected pixels) [Color figure can be viewed at wileyonlinelibrary.com]

Now the shape features computed from the ZM and the texture features obtained from the
GLCM are integrated to form a feature vector of 38 features as indicated in Equation (13).

(13)(13)

Contrast = q(r, s)∑
r=0

N−1

∑
s=0

N−1

(r − s)2

Variance = q(r, s)∑
r=0

N−1

∑
S=0

N−1

(r − μ)2

=[ , ]Gfi variancei contrasti

i 

={ , , }Fsi ZMh,i ZMl,i Gfi
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The next section discusses about the formation of training dataset from Fs features.

4. EXPERIMENTAL DESIGN

4.1. COVID‐19 dataset

COVID‐19 dataset (axial view) is collected from References 17 and 50 to evaluate our imple‐
mentation. The previous implementations have used X‐rays and CT image datasets for segmen‐
tation and classification of the infected COVID regions.  ,  The COVID‐19 CT dataset used in
this work contains 80 images of size 512 × 512 pixels (3 channel) along with the ground truth
image (binary image). Ground truth images are useful for the identification of targets from the
input dataset. From the dataset, 30 images are selected for training the network, the remaining
50 images are used for testing the trained network for performance evaluation.

4.2. Training and testing dataset

COVID‐19 CT images contain additional background pixels (without infected region) other than
infected pixels. Using the whole image as the training data gives testing results with less accu‐
racy that reduce the overall performance. It should be able to classify the background region
from the infected region during the testing. Hence, a balanced training dataset is required for
the both infected region If and background Bf pixels along with all the features from the train‐
ing images.

The works  ,  ,  have used the whole image as training data. The training result has deliv‐
ered a performance greater than 90% as compared to the overall testing accuracy. However, as
explained in Fan et al.  the overall sensitivity of the test dataset is reduced by not selecting
the true positive target properly (infected pixels). Hence, we chose properly infected pixels and
background pixels from the extracted images.

4.3. Region‐specific for formation of training points

The dataset of training points is manually selected from the infected and background pixels
from the 30 training images (after pre‐processing and Fs ) by using the region‐ specific ap‐
proach. The set of features (S ) is formed by marking the specific region (infection region (If)
and background region (Bf)) for each feature from the training image dataset as shown in
Figure 7.

i 

50 51

19 33 35

19

i 

i 

​
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FIGURE 7

A, Specific region of background (Bf) and infection features (If) are separated out for training. B, Histogram
plot for Bf (blue colour) and If (brown colour) [Color figure can be viewed at wileyonlinelibrary.com]

We chose the If region with 62 pixels and Bf region as 456 pixels. This feature helps to classify
the image pixels as infected or not from COVID‐19. The algorithm for region‐ specific approach
is explained below:

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7753711/figure/ima22525-fig-0007/
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Input:
Fs = {Z , Z , Gf }; //i refers to number of training images

Output: If; //Infection region feature.

Bf; // Background region features from Fs .

S ; // Input feature set for training.

Start

 Initialize S  = [ ];

 Initialize j = 518; // Number of training point in each features

 for i = 1 to 30 // Number of training images

 for m = 1 to 38 // Number of features

 If = Fs [j‐517:j‐456] // Vectorized format of Infected region point

 Bf = Fs [j‐517:j‐62] // Vectorized format of Background region poin

 M  = [If, Bf];

 S  = [S  M ] // Training points features from 30 training image

 end

 end

i h,i l,i i

i

i

i,k

i

i

i

i i, i
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Stop

Region selection is helpful in getting balanced image information between background and in‐
fected pixels. The selected pixels are rearranged into the vector points for training. The total
training points consist of 589 380 pixels with 519 371 background pixels and 70 009 infected
pixels. In the total training points, each image contains 19 646 points of 38 features. A large
number of points are taken into COVID infected region to reduce the misclassification of testing
image features.

During the training process, the feature vector is labelled using the ground truth as shown with
T as the target vector represented in binary form.

(14)(14)

(15)(15)

here f is the formed training dataset, S is the input features, T is target for the corresponding
input features, i refers to the number of training images, k refers to the number of training
points (k = 1 to 589 380 points from all features of Fs ). From the T, class 1 = ‘1’ and class 2 = ‘0’
represents an infected pixel, class 1 = ‘0’ and class 2 = ‘1’ represents the background pixel.

Furthermore, to select a suitable classifier for the proposed work, the performance of different
classifiers such as Support Vector Machine (SVM), Deep Neural Network (DNN), Decision Tree
(DT), Logistic Regression (LR) and Gaussian Naive Bayes (GNB) are compared using the train‐
ing data points. The performance of classifiers is evaluated from the confusion matrix using the
standard metrics: Area Under Curve (AUC), Specificity, Sensitivity and Accuracy as presented in
Table 3. From Table 3, it is observed that the DNN classifier outperforms the other classifier in
terms of Accuracy, AUC and Sensitivity for the given training points and corresponding confu‐
sion matrix for the f for DNN has been presented in Table 4. AUC is estimated from the ROC
graph for the different classifiers that are as plotted in Figure 8.

i 

=[ , ]fi,k Si Ti

=[class , class ]Ti 1i 2i

i,k 

i 

​ ​

i,k ​
​
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TABLE 3

Evaluation of training points metrics for different classifiers

Different classifiers AUC Sensitivity Specificity Accuracy (%)

SV M 0.8723 0.5549 0.8988 88.6

GNB 0.9107 0.4025 0.9735 83.3

LR 0.8187 0.5211 0.8950 88.2

DT 0.94 0.756 0.9593 93

DNN 0.9427 0.7678 0.9285 93.8

Note: The significance of the bold numbers are highlighted results of the proposed algorithm.

TABLE 4

Confusion matrix of training points for DNN classifier

T 

Infected pixels Background pixels Accuracy

Training output Infected pixels 46 469 (7.9%) 12 684 (2.2%) 93.8%

Background pixels 23 540 (4.0%) 506 687 (85.9%)

i
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FIGURE 8

ROC for different classifiers [Color figure can be viewed at wileyonlinelibrary.com]

4.4. Binary classification using DNN

The set of ZM and GLCM features extracted using the methodology as explained in Section 3
form the feature set. The corresponding ground truth data is considered as a target. A super‐
vised learning method is implemented by training a Deep Neural Network (DNN). Our architec‐
ture is identical to the basic feed‐forward network with multiple hidden layers. This work con‐
siders the architecture where the size of the input layer is 38 neurons (38 features), three hid‐
den layers with 58 neurons per layer and binary classification output layer as shown in Figure
9.

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7753711/figure/ima22525-fig-0008/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7753711/figure/ima22525-fig-0008/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7753711/figure/ima22525-fig-0008/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7753711/figure/ima22525-fig-0008/
http://wileyonlinelibrary.com/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7753711/figure/ima22525-fig-0009/


1/13/24, 12:39 PM An integrated feature frame work for automated segmentation of COVID‐19 infection from lung CT images - PMC

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7753711/ 20/30

FIGURE 9

Deep neural network (DNN) architecture

The total number of learnable parameters (weights and biases) in the neural network is 9224.
The first layer has 2262 (38 × 58 + 58), the second layer 3422 (58 × 58 + 58), the third layer
3422 (58 × 58 + 58) and the final layer with 118 (58 × 2 + 1). The loss function (cross‐entropy
loss) converges by modifying the parameters using Scaled Conjugate Gradient (SCG) training
function. The three hidden layers are followed with the activation function called tan‐sigmoid
and the output layer involves the softmax operation that gives the probability of two outputs.
The probability of the first neuron in the output layer represents the lungs infected region and
the second neuron is complementary of the first probability called background region. The
training required 8 minutes and 49 seconds to get the best error performance of 0.1367 at 100
epochs.

5. RESULTS AND DISCUSSION

The trained DNN classifier is evaluated for the test image (50 images) from the COVID‐19
dataset. After the pre‐processing and Fs , the test vector is formed for each test image of size
38 × 256 × 256. All the experimental analysis is done in MATLAB R2020a run on Intel Corei3‐
2330 M CPU. The feature generation process takes around 250 minutes (about 4 hours) for the
test set of 50 images and testing time for each test image is around 4 to 7 minutes.

The challenges of automatic segmentation from the CT image are.

1. CT Images are varying in terms of texture, shape, and position across different cases and
consolidation is small, which may result in a false negative output from a whole CT image.

2. Due to the low contrast and blurriness within the GGO of the infection area, there is a
significant difficulty in the identification of the contours in the CT images.

3. Artificial intelligence (AI) model requires a greater number of training data to train the
model and more human/ specialist resources are required to collect and annotate the
ground truths of the COVID‐19 dataset.

i 
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As explained in Section 3, the feature vector of 38 features is given to the trained DNN model
as input. The output of the classifier gives the probability score for two classes (infected and
background). This probability score decides and falls on particular class 1 or class 0. The prob‐
ability vector output is reshaped into the image size 256 × 256. Further, the image of size 256 × 
256 is compared with the ground truth image to detect and segment the COVID‐19 regions and
also evaluate the performance of the model.

To make the output binary image effective, the morphological operation is applied to the out‐
put binary image. Different morphological structuring element produces different test image
results. Hence, we find the suitable structuring element with a proper size for all the test im‐
ages to achieve the overall average accuracy and selecting the structuring element that gives
high accuracy. The average accuracy vs morphological structuring element graph for COVID‐19
CT image test data is shown in Figure 10. From the plot, it is determined that “imclose” disk
structuring element of size ‘2’ reaches the maximum accuracy. The test dataset results are dis‐
played in Figure 11. In Figure 11d column, GT contours are overlaid on the output image which
gives visual understanding of the non‐distinguishable pixels. This arises due to the poor light‐
ening between infected pixels and background pixels from the original image as shown in
Figure 11 (3rd‐row image) and also the thin occurrence of GGO and consolidation in Figure 11
(6th‐row image). From the ablation study Table 5, 36 ZM shape descriptor training feature
points alone do not achieve better results in Sensitivity and Mean IOU. Shape descriptor fea‐
tures do not capture the proper infected region (True Positive) information from the test im‐
age. so that, 2 GLCM texture features are added with 36 ZM features and trained the DNN
model with 38 features. Evaluated metrics achieve better results with the combination of ZM
and GLCM features (38 features) compared to the 36 features results. We have analysed each
test image performance by standard metrics  such as Accuracy (A), Sensitivity or Recall (R),
Specificity, F1 score, Dice index, Precision (P), Mean IOU and score using the confusion matrix
as represented in Table 6.

FIGURE 10

Test dataset plot for morphological structuring element vs average accuracy [Color figure can be viewed at
wileyonlinelibrary.com]
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FIGURE 11

Segmentation results for the COVID‐19 dataset. A, Column shows computed tomography axial view input im‐
age; B, Column shows ground truth image; C, Column shows the output from deep neural network model and
D, Column shows overlay the GT contour on output image for visual understanding [Color figure can be

viewed at wileyonlinelibrary.com]
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TABLE 5

Performance evaluation for the test dataset (36 ZM features)

Number

of test
images

Accuracy
(A) =

IOU score

Mean

IOU =

Sensitivity
or Recall

(R) = Specificity
= 

F1 score =
Precision

(P) =

Class 0
(C ) =

Class 1
(C ) =

1 83.5 0.393 0.815 0.604 0.414 0.98 0.564 0.884

2 85.6 0.337 0.843 0.59 0.381 0.969 0.505 0.747

3 88.8 0.459 0.936 0.697 0.490 0.992 0.629 0.879

4 91.5 0.166 0.928 0.547 0.177 0.994 0.285 0.736

5 89.3 0.333 0.925 0.629 0.371 0.987 0.5 0.765

6 82.2 0.382 0.881 0.631 0.453 0.967 0.552 0.708

7 97.7 0.058 0.895 0.476 0.060 0.99 0.110 0.583

8 86.3 0.086 0.872 0.479 0.101 0.977 0.16 0.375

9 83 0.66 0.922 0.791 0.711 0.984 0.600 0.915

10 83.3 0.238 0.824 0.531 0.285 0.955 0.385 0.590

TABLE 6

Confusion matrix for test image 1

GT

Infected pixels Background pixels Accuracy

Testing output Infected pixels 14 025 (21.4%) 2228 (3.4%) 92.30%

Background pixels 2818 (4.3%) 46 465 (70.9%)

Additionally, three more important metrics are Enhance‐alignment Measure (EM ), Mean
Absolute Error (MAE)  and Structure measure (S )  are used for performance evaluation.
Enhance‐alignment Measure (EM ) is a newly proposed metric. It is useful to estimate the
global and local similarities of two binary images as presented in Equation (16). where, W rep‐
resents width, H represents the height of GT, F represent the final predicted output, (x, y) repre‐
sents each pixel coordinate of GT and F. φ denotes the enhanced alignment matrix.

(16)(16)
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Mean Absolute Error (MAE), measures the error between the F and GT of each pixel in the im‐
age as indicated in Equation (17). Structure measure (S ), measures the structural similarity
between the GT mask and prediction map as represented in Equation (18). Where α ∈ [0, 1],
the default setting α = 0.5 represents the balance factor between region‐aware similarity (S )
and object‐aware similarity (S ). The performance of each test image is evaluated by metrics
as listed in Table 7.

(17)(17)

(18)(18)

TABLE 7

Performance evaluation for the random 10 test image from COVID‐19 dataset (36 ZM and 2 GLCM features)

Number

of test
images

Accuracy
(A) =

IOU score

Mean

IOU =

Sensitivity
or Recall

(R) = Specificity
= 

F1
score

=
Precision

(P) = Dice
index M

Class
0 (C )

=

Class
1 (C )

=

1 0.9230 0.90 0.73 0.815 0.832 0.95 0.847 0.86 0.8028 0

2 0.9237 0.907 0.68 0.793 0.876 0.93 0.815 0.76 0.7369 0

3 0.9610 0.95 0.66 0.805 0.723 0.98 0.795 0.88 0.8121 0

4 0.9447 0.94 0.54 0.74 0.835 0.95 0.705 0.61 0.7923 0

5 0.9553 0.95 0.56 0.75 0.600 0.99 0.720 0.906 0.6479 0

6 0.9579 0.95 0.74 0.845 0.882 0.96 0.851 0.82 0.7488 0

7 0.9788 0.97 0.3 0.62 0.330 0.98 0.432 0.66 0.673 0

8 0.9394 0.938 0.31 0.624 0.346 0.98 0.473 0.81 0.6366 0

9 0.8771 0.848 0.61 0.729 0.828 0.89 0.759 0.70 0.6665 0

10 0.9248 0.910 0.67 0.79 0.852 0.94 0.704 0.76 0.6945 0

We have compared our method with some of the existing works that employ deep network for
the segmentation of the COVID‐19 infected region from the CT image dataset as presented in
Table 8. In Ronneberger et al,  standard U‐Net model is evaluated using 45 training images.
The performance of the outcome is low in terms of sensitivity, specificity, MAE, Dice and EM .
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The modernized version of the U‐Net model is described in References 21, 22, 23, 24 which re‐
sulted in a poor evaluation of the Dice index, sensitivity compared to our developed method. In
our method, MAE is quite higher than the Semi‐Inf‐Net and Inf‐Net model reported in Fan et al.

 EM , S  and Sensitivity are moderately 3%, 2.12%, 3.3% lesser compared to Semi‐Inf‐Net
model. However, the overall average comparison of our test image result is much improved and
superior with a limited number of training points as shown in Table 9. Also, Table 9 shows a
performance improvement with our method in each of the metrics compared to other existing
works. The proposed model improved the sensitivity by 31.2%, 10%, 6.5%, 18%, 4.3% and
1.3% compared with U‐Net model, Attention‐UNet, Gated‐UNet, Dense‐UNet, U‐Net++, and Inf‐
Net respectively. Likewise, the percentage improvements of other metrics in relation to other
state‐of‐the‐art is presented in Table 9.

TABLE 8

Comparative performance evaluation of other existing methods

Existing

reference Methods Sensitivity Specificity Dice MAE EM S 

Ronneberger et

al 

U‐Net 0.534 0.858 0.439 0.186 0.625 0.622

Oktay et al Attention‐UNet 0.637 0.744 0.583 0.112 0.739 0.744

Schlemper et al Gated‐UNet 0.658 0.725 0.623 0.102 0.814 0.725

Li et al Dense‐UNet 0.594 0.655 0.515 0.184 0.662 0.655

Zhou et al U‐Net++ 0.672 0.722 0.581 0.120 0.720 0.722

Deng‐Ping Fan
et al 

Inf‐Net 0.692 0.781 0.682 0.082 0.838 0.781

Deng‐Ping Fan
et al 

Semi‐Inf‐Net 0.725 0.800 0.739 0.064 0.894 0.800

Our method DNN (specific

background and infected
region)

0.701 0.942 0.757 0.082 0.867 0.783

Models are analysed in Reference 19 using 45 training images and 50 test images. 

589 824 training point from 30 images and 20 test images,  30 test images. 
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TABLE 9

Percentage improvement compared between our model with existing work

Models Sensitivity Specificity Dice MAE EM S 

U‐Net 31.2% 9.79% 72.43% 44% 38.7% 25.8%

Attention‐UNet 10.04% 26.61% 29% 73% 17.3% 5.2%

Gated‐UNet 6.53% 29.93% 21% 80% 6.5% 8%

Dense‐UNet 18.01% 43.8% 46% 44.4% 30.9% 19%

U‐Net++ 4.31% 30.47% 30% 68% 20.4% 6%

Inf‐Net 1.30% 20.6% 10.9% — 3.4% 0.25%

Semi‐Inf‐Net — 17.75% 2.4% — — —

Avg. improvement with our method 10.19% 25.5% 30.2% 44.2% 16.7% 9.17%

Note: —, Unavailability of data.

6. CONCLUSION

In this paper, we propose a DNN model for COVID‐19 detection from the lung's CT axial view
image. The proposed method has adopted the ZM for shape features, GLCM for texture feature
and specific‐ region for selecting the training points, precisely to extract the unique information
from the CT image. Our design gives an effective detection of the COVID‐19 infection in the
lungs and an appropriate tool for radiologists to define the infection stage/percentage. Our
model provided better results with limited number of training points. The average test dataset
performance reached 70%, 94%, 86% and 78% in terms of Sensitivity, Specificity, EM  and S ,
respectively. With the proposed method, the average performance is improved in terms of
Sensitivity, Specificity, Dice and EM  by 10.9%, 26%, 24.7%, and 16.5%, respectively in compari‐
son to other popular deep networks such as U‐Net, Gated‐UNet, Dense‐UNet, U‐Net++, Inf‐Net,
Semi‐UNet. Moreover, these popular deep networks need a larger number of images for train‐
ing dataset to maintain the model performance. From the results and higher evaluation met‐
rics, it is evident that the proposed model performed significantly well with much smaller num‐
ber of training points in the training dataset. The limitation of our model is the difficulty in de‐
tecting the GGO from the poor contrast CT images which require additional features and en‐
hancement methods to provide more detailed information. In future, the inner structure infor‐
mation can be extracted using unique texture features and added to the training dataset to im‐
prove the performance of the DNN model and also to overcome the limitations.
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In today's world, scene text detection is important for a wide range of scientific and

industrial processes. Compared with text detection in documents, text detection in natural

scenes is challenging since they are subjected to different orientations, scaling, brightness

variations, and complex backgrounds. Further scenes can contain multiple scripts which

limits the performance of detection algorithms. In this paper, we propose a state-of-the-art

algorithm for text detection for a bilingual natural scene dataset. The framework consists of

(a) Faster R-CNN employed to extract probable text regions within the scene images, (b)
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rearrangement of the text region as consecutive frames along the time axis and extraction of

global and local shape features from the three orthogonal planes and (c) use of simple and

effective classifier to predict the features extracted from regions as text or non-text region.

The proposed frame when compared to other text detection techniques improves the overall

text detection accuracy. The validity of the algorithm is verified on the bilingual text

detection dataset MSRA-TD500, and a promising F1 score of 0.70 is reported.
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Abstract
Background: Spectrum sensing is a crucial step to realize the Cognitive
Radio technology. The spectrum sensing schemes at low signal-to-noise ratio,
noise uncertainty and especially under the background of non-Gaussian
noise, provide low detection of the primary user. This results in missed
detection or false alarm and increases higher interference to the primary user.
Objectives: Detection schemes designed for additive Gaussian noise exhibit
poor performance in the non-Gaussian environment. This study considers the
problem of spectrum sensing with the assumption that the noise follows a
non-Gaussian distribution with heavier tails.Methods/findings: A fuzzy logic-
based method is proposed for primary user detection under non Gaussian
Noise. The results are highlighted for the Laplacian noise. Through Monte
Carlo simulations it is observed that Laplacian noise noticeably affects the
performance of energy detector. Also, a fractional change in noise uncertainty
degrades the performance of energy detector. The performance of the
proposed scheme is presented through receiver operating characteristic (ROC)
and plot of the detection probability versus signal-to-noise ratio (SNR) using
simulations. It is shown that by appropriately choosing the membership
functions and the fuzzy rule base in the fuzzy inference system the proposed
fuzzy logic method for spectrum sensing provides reliable detection.
Keywords: NonGaussian noise; Fuzzy logic; Spectrum sensing; noise
uncertainty

1 Introduction
Majority of spectrum sensing schemes are focused on primary user detection in
Gaussian noise. The Gaussian distribution fails to satisfactorily describe some noise
in practice. For instance, the Gaussian distribution cannot be used to model Radio
Frequency (RF) noise and low frequency atmospheric noise.This is primarily due to the
fact that the noise in practice is likely to generate observations of high magnitude than
what can be produced from the Gaussian distribution. High magnitude observations
are also referred to as impulsive noise. This conveys that the probability distribution
function (pdf) of such noise has heavy tails. It can be stated that the pdf of the
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non-Gaussian impulsive noise decays at a lower rate than the Gaussian. Therefore, a prime feature of the non-Gaussian model
is that it has heavy tails than the Gaussian distribution. Also in practical wireless communication scenarios the noise usually
has a heavy tailed nature. The Laplacian noise is an important non-Gaussian noise distribution and hence it is frequently used
in engineering studies.

For accurate detection of primary user (PU) signal under noise uncertaintymany detection schemes are designed for additive
Gaussian noise. The effect of threshold selection over the performance of spectrum sensing in cognitive radio network (CRN)
using energy detector (ED) is studied in (1–4). Through simulations it is shown that it provides better detection performance
through suitable selection of the dynamic threshold factor. The effect of noise uncertainty on the energy detection approach
is analyzed in (5,6). In (6) a two-step cooperative stochastic resonance energy detection algorithm is proposed to address the
problem, where the traditional energy detection (ED) performance is susceptible to noise uncertainty.

Recently, under the category of non-parametric detection, some detection schemes based on theGoodness-of-fit test (GoFT)
have been proposed. They include the Anderson-Darling (AD) detection, the Kolmogorov-Smirnov (KS) test, the detection
based on ordered statistics and so on. These schemes perform better than energy detection in a Gaussian environment (7). A
Frequency domainGoodness of Fit Test based spectrum sensingmethod is proposed under dynamically varying noise.Through
analytical and simulated results, it is shown that this method is robust to dynamically varying noise (8). In (9–11) fuzzy logic is
used to address the decision on the PU activity. This scheme showed better detection performance in low signal to noise ratio
(SNR) regions. It is also shown through simulation results that the fuzzy based detection could achieve accurate sensing results
better than conventional schemes in noisy conditions. Several studies in (12–15) have focused on signal detection under a NGN
environment. Schemes like energy detection, sequential detection and absolute value cumulation detection are investigated in
a Laplacian environment. However, there still exist some issues in PU detection in Cognitive Radio (CR). Two primary issues
are 1) Improving the detector’s performance under non-Gaussian noise, 2) need for computationally efficient method to meet
the real-time detection requirement.

This work considers the problem of spectrum sensingwith the assumption that the noise follows a non-Gaussian distribution
with heavier tails. The main contributions in this paper are summarized as follows:

• The effect of non-Gaussian noise on the energy detector’s performance in noise uncertain environment is investigated.
• To overcome the effect of noise uncertainty, the spectrum sensing algorithm using adaptive fuzzy threshold proposed

in (16) primarily studied under Gaussian noise is investigated under non-Gaussian noise environment.
• The effect on the probability of detection due to the characterization of the statistical moments in the noise distribution

is investigated.
• Performance evaluation of the conventional and fuzzy threshold methods are carried out through simulations under

different noise uncertainty conditions.
• The best method out of these techniques under varying noise uncertainty conditions is identified.

The rest of this paper is organized as follows. Section 2 gives the outline on the non-Gaussian noises. Section 3 and 4 detail the
system model for the spectrum sensing and the proposed method. The results are presented and discussed in Section 5 and
concluding remarks are provided in Section 6.

2 Non-Gaussian Noise
Pearson introduced kurtosis to understand whether a given distribution is Gaussian or not. Three conditions proposed by
Pearson for a distribution to be called as Gaussian are (i) kurtosis, (ii) skewness, (iii) the distance between mean and mode
(modal divergence). Skewness and kurtosis are the higher order moments that are used to determine the difference between
other distributions and the Gaussian distribution (17,18).

Since the Laplace distribution is the most popular distribution and is frequently used in engineering studies this work
focuses on primary user signal detection in Laplacian noise.The Laplace distribution is within the class of generalized Gaussian
distributions.

The Gaussian pdf is given as

p(n) =
1√

2πσ 2
exp
(
− n2

2σ2

)
(1)

The Laplacian pdf is given by

p(n) =
1√
2σ2

exp

(
−
√

2
σ2 |n|

)
,−∞ < n < ∞ (2)
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Where, σ2 is the noise variance
Normally, a heavier tailed noise has a larger degree of non-Gaussianity, also known as kurtosis, defined as

k =
E[n4]

E2[n2]
(3)

Equivalently the kurtosis coefficient minus 3 is referred to as excess kurtosis. As the kurtosis increases the tails are heavier and
k as 6 (excess kurtosis is 3) corresponds to Laplacian noise, while when the pdf is Gaussian the excess kurtosis is 0. Figure 1
gives the pdf plot of Eqn (1) and (2). It is observed that the non-Gaussian model has heavier tail than the Gaussian distribution.

Fig 1. Gaussian and non Gaussian distributions

Fig 2. Energy Detector under Laplacian noise

3 System Model
The detection of the PU activity in the presence of noise by the secondary user (SU) is modeled as a binary hypothesis testing
problem as given below: {

H0 : x[n] = v[n]
H1 : x[n] = s[n]+ v[n]

}
(4)

where v[n]’s are independent and identically distributed (i.i.d.) noises, with non-Gaussian distribution of zero mean and
variance σ2

w given as L(0,σ2
w) and s[n] is the signal transmitted by the PU.

3.1 Energy Detector under Laplacian Noise

The energy detector (ED) is the most commonly used method for PU detection as it has very low computational complexity.
The energy detector under Laplacian noise (EDL) is discussed in (19). The block diagram of energy detector under Laplacian
noise is given in Figure 2.
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The test statistic of energy detector under Laplacian noise is given as

YEDL = ∑N
n=1 |x[n]|

2

H1
>
<
H0

λEDL (5)

The energy measurementYEDL is calculated fromN samples of the received signal at the CR receiver.The decision staticYEDL is
compared against a fixed threshold λEDL. The simple hypothesis testing problem is formulated in Eqn (5), where λEDL is the
detection thresholdwhich is set assuming constant false alarm rate.The sensing performance of the energy detector in Laplacian
noise is measured by two metrics called as the detection probability (PD) and false alarm probability (PF ) as formulated in (19).

PF = Q
(

λEDL −Nσ2
w√

5Nσ2
w

)
(6)

PD = Q

(
λEDL −N(P+σ2

w)√
5Nσ4

w +4NPσ2
w)

)
(7)

Where, P gives the power of the PU signal, N gives the number of samples, variance σ2
w, λEDL is the detection threshold and

Q(.) is the Gaussian complementary CDF.

3.2 Effect of Noise Uncertainty on Energy Detector under Laplacian Noise

In practical scenarios, it is not possible to accurately know the statistics of the noise v[n]. This creates the uncertainty in noise
in the detection that may vary with time. The noise uncertainty is modelled such that the noise power is distributed in a single
interval as given below.

σ2
w ε[
(

1
ρ

)
σ2

n,ρσ 2
n] (8)

Where, σ2
n is the nominal noise power and ρ>1 indicates the uncertainty quantification.

The SNR wall for an energy detector under Laplacian noise is given in (19,20). It is the SNR beneath which reliable signal
detection cannot be achieved.

SNRLED
wall =

ρ2 −1
ρ

(9)

Considering the worst-case noise uncertainty Eqn (6) and (7) which gives false alarm and the probability of detection
respectively are modified.

Fig 3. Two thresholds of the energy detector under Laplacian Noise
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P′
F = Q

(
λEDL −Nρσ 2

w√
5Nρσ 2

w

)
(10)

P′
D = Q


λEDL −N(P+

(σ2
w

ρ
))√

5Nσ4
w(1/ρ)+4NP(1/ρ)σ2

w)

 (11)

The decision on PU activity by the CR device is usually made by a conventional ED using a single threshold. But for accurate
detection it is necessary to fix an optimum threshold level, as the detection performance is dependent on the threshold level.
The optimum threshold cannot be easily defined due to the problem of noise uncertainty. The situation worsens with low SNR,
since the noise uncertainty leads to SNR Wall which is defined as the SNR below which the detector cannot provide reliable
detection. In addition, the detection performance is dissatisfactory under the non-Gaussian noise in comparison to theGaussian
noise (19,20).

4 Proposed Method
To overcome the effect of noise uncertainty in CR systems several studies have been proposed as discussed in Section 1 of the
paper. In this study a fuzzy thresholding scheme is investigated under non-Gaussian scenarios. This study is the first of its kind
which uses a fuzzy thresholding approach for PU detection in a non-Gaussian environment. The two thresholds are therefore
formulated from Eqn (6) as

λl,EDL =
(√

5NQ−1 (PF)+N
)( 1

ρ

)
σ2

w (12)

λh,EDL =
(√

5NQ−1 (PF)+N
)

ρσ 2
w (13)

Where, λl,EDL is the lower threshold and λh,EDL is the upper threshold.These thresholds are pictorially represented in Figure 3.
Using these two thresholds the whole range of the observed test statistic YEDL is divided into three zones 1) Signal present
zone -H1 declared 2) uncertainty zone and 3) Signal absent zone -H0 declared. If the test statistic exceeds the upper threshold
λh,EDL then the SU decides on H1 which means the presence of primary user. While if the test statistic is less than λl,EDL the SU
decides on H0. The lower and upper thresholds are selected in accordance with the lower and the upper limit of noise variance
respectively.

The decision process using the two thresholding scheme is given below:

D =

 1 if Y > λh,EDL H1 is declared
F if λl,EDL < Y < λh,EDL Fuzzy decision
0 if Y > λl,EDL H0 is declared


The fuzzy decision F is defined as

F =

{
1 if Z > λF , H1 is declared
0 if Z < λF , H0 is declared

}
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Fig 4.Membership functions in the input and output of the fuzzy inference system

Where, Z is the output of the fuzzy logic system, λ F is the threshold set for taking fuzzy logic decision.
The final decision X=D+F

X =

{
D+F > 0, PU is present

else, PU is absent

}
(16)

The decision in the confused region is taken using two antecedents called 1) Credibility 2) SNR available at SU. The output of
the fuzzy logic system is the consequent which gives the possibility of the primary user activity.

The credibility C is defined as

C =
(YEDL −λl,EDL)

(λh,EDL −λl,EDL)
(17)

If the value of C is high, then H1 is favoured and if the value of C is low H0 is favoured.
The fuzzy rule base and themembership for the antecedents and consequents are detailed in Figure 4 andTable 1 respectively.

Table 1. Rule base for decision on the PU activity
Antecedent 1
(Credibility)

Antecedent 2
(SNR)

Consequent
(Likelihood of the presence of PU)

Low Low Very Low
Low Medium Low
Low High Medium
Medium Low Low
Medium Medium Medium
Medium High High
High Low Medium
High Medium High
High High Very High

5 Results and Discussion
This section details the results obtained through MATLAB simulations to analyze the performance of fuzzy two threshold
scheme under non-Gaussian noise.
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Fig 5. Performance of energy detector under Gaussian and non-Gaussian noise

The spectrum sensing is carried out in a CR environment using energy detection. The detection probability is used as a
standard of measurement to determine the sensing accuracy. The primary transmitter signal is considered as a sinusoidal pilot
signal of known frequency. The noise is modeled as non-Gaussian. In the simulations the Laplacian noise is considered, as it is
a special case of non-Gaussian noise. It has pdf with excess kurtosis of 3 while the pdf of the Gaussian has the excess kurtosis
as 0 (17). The results provided are averaged over 10000 Monte Carlo simulations. Table 2 outlines the parameters used in the
simulation study.

Figure 5 gives the performance of ED under the Gaussian and non-Gaussian noise. From the plot it is evident that the energy
detector performs better under Gaussian noise than Laplacian noise.The energy detector provides optimal performance under
Gaussian noise even when no prior information on the PU signal is available. Hence it is necessary to investigate methods to
boost the energy detector’s performance under Laplacian noise.

Table 2. Values used in Simulations
Parameters Values

Target false alarm probability
−
PF 0.05

Total numbers of samples N 100
SNR range of interest -20 to -5dB

Excess Kurtosis
Gaussian 0
Non-Gaussian 3

Figure 6 illustrates the impact of noise uncertainty on the energy detector’s performance under Laplacian noise. Energy
detection using single threshold in the detection process is sensitive to noise uncertainty. A marginal change in the noise
uncertainty factor ρ deteriorates the performance quickly.
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Fig 6. Impact of noise uncertainty on detection probability under non-Gaussian noise

Fig 7. Effect of Energy detector under non-Gaussian Noise for ρ=1.023, PF=0.01, N=1000 Samples

Fig 8.Thresholding methods to combat noise uncertainty in detection performance for ρ=1.088

https://www.indjst.org/ 2603

https://www.indjst.org/


Reddy & Ravinder / Indian Journal of Science and Technology 2021;14(32):2596–2606

The method proposed in (16) to address the problem of noise uncertainty are simulated and compared with the single
threshold using the constant false alarm rate. From Figures 7 and 8 , it is observed that the PU detection using single threshold
fails as the noise uncertainty increases, because the threshold fixed is independent of the noise variance.

Table 3. Results obtained using Single and Fuzzy thresholding schemes
SNR PD using Single Threshold-

ing under Gaussian Noise
PD using SingleThresholding
under Non Gaussian Noise

PD using FuzzyThreshold-
ing under Gaussian Noise

PD using Fuzzy Thresholding
under Non-Gaussian Noise

-15 0.04 0.05 0.15 0.12
-10 0.06 0.06 0.18 0.15

Realizing Eqn (10-17) in MATLAB and by appropriately choosing the membership functions and the fuzzy rule base in the
fuzzy inference system the proposed adaptive thresholding using fuzzy logic method for ED under Laplacian noise, provides
reliable detection compared to the other methods when the noise uncertainty increases. Another interesting observation drawn
is on the improvement in signal detection in the low SNR regimes.

From Figure 7 it is observed that for the conditions in the existing literature on sensing under Laplacian noise (19), the fuzzy
thresholding provides 20% increase in the detection, at false alarm rate 0.01,1000 samples and ρ of 0.1dB. Table 3 summarizes
the value of probability of detection obtained inGaussian andnon-Gaussian environments using both the thresholding schemes.
It is observed that the fuzzy thresholding method provides increased detection accuracy of around 20% compared to the single
thresholding scheme.

Kurtosis refers to the size of the tails on a distribution. The tails of a distribution quantify the number of events which have
appeared that are outside the standard range. If the distributions of event outcomes have lots of occurrences of outlier results,
this causes heavy tails on the bell-shaped distribution curve. This is referred to as excess kurtosis. A kurtosis of 3 is termed
as mesokurtic. Standard normal distributions are mesokurtic. If the kurtosis is >3 it can be visualized as a thin bell-shaped
curve with a high peak termed as leptokurtic. One of the most well-known leptokurtic distributions is Student’s t distribution,
Laplace distribution. When kurtosis <3 is recognized as platykurtic with broad peak and thick tails. All uniform distributions
are platykurtic.

Fig 9. Effect of Kurtos is on primary user detection

The detection probability achieved for the mesokurtic, platykurtic and leptokurtic distributions are plotted in Figure 9. As
the kurtosis increases, the detection probability decreases. This is because the platykurtic distribution produces fewer outliers
and less extremes than the normal distribution.
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In the leptokurtic distribution, like the Laplace distribution, the tails approach asymptotically to zero more slowly than a
Gaussian. Hence the number of outliers are more than the normal distribution. Thus, the uniform distribution with fewer
numbers of outlier’s shows higher PU signal detection compared to normal and Laplace distributions.

6 Conclusion
In this paper, some typical impairments in PU detection, such as the effect of a non-Gaussian noise and noise uncertainty are
investigated. Majority of spectrum sensing schemes are focused on primary user detection in Gaussian noise. But in practical
wireless communication scenarios the noise usually has a heavy tailed nature.The Laplacian noise is an important non-Gaussian
noise distributions and hence it is frequently used in engineering studies.This work focuses on primary user signal detection in
Laplacian noise. Through Monte Carlo simulations it is observed that a non-Gaussian noise noticeably affects the performance
of ED. Also a fractional change in noise uncertainty degrades the performance of energy detector. Hence to combat the above
degradation in energy detector’s performance the spectrum sensing algorithm using adaptive fuzzy thresholding which was
primarily studied under Gaussian noise is extended under a non-Gaussian noise environment.Through simulations it is shown
that by appropriately choosing the membership functions and the fuzzy rule base in the fuzzy inference system the proposed
adaptive thresholding using fuzzy logic method for Laplacian energy detector provides reliable detection. The effect of the
probability of detection due to the characterization of the skewness and kurtosis are also studied. Results show that as the
kurtosis increases, the tails are heavier and it degrades the PU detection. The study limits to the use of single antenna in the
sensing process. Hence the effect of using multiple antennas in the sensing process and in fading scenarios can be considered
for future investigation in a non-Gaussian noise environment.
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Abstract— As we are moving forward in life, we are 
facing challenges everyday and till date we are trying to 
have a better solution to it. With the increasing number of 
human population, the crave for jobs and recruitment is 
also increasing in heavy demand day by day and this won't 
stop ever. Rather it would get worse. So, looking into this 
factor the placement offices are facing problems to conduct 
the recruitment process smoothly. They are looking forward 
to some automated and online process so that the officers 
can take a break and cut down their stress of work duty. In 
the view of this we bring you "Placement Management 
System."  

 

Keywords— ⊚ Django ⊚ HTML ⊚ CSS ⊚ JS 

              ⊚ GIT ⊚ Docker ⊚ Bash Scripting ⊚ Nginx 

 

I. INTRODUCTION  
 

The project “PLACEMENT MANAGEMENT 
SYSTEM” is a web-based application developed for the 
placement department of the college in order to provide the 
details of its students in a database for the companies to their 
process of recruitment. The main purpose of the System is to 

avoid manual process because the manual work makes the 
process slow and other problems such as inconsistency & 
ambiguity on operations. In order to avoid this web-based 
placement managed system is proposed, where the student 
information in the college with regard to placement is 
managed efficiently. It intends to help fast in fast access 
procedures in placement related activities and ensures to 
maintain the details of the student. Students logging should 
be able to upload their personal and educational information. 
The key feature of this project is that it is onetime registration 
enabled. The placement cell calls the companies to select 
their students for jobs via the campus interview. The 
placement cell allows the companies to view the student 
resumes in selective manner. They can filter the student 
profile as per their requirement. The job details of the placed 
students will be provided by the administrator. The 
administrator plays an important role in our project. Our 
project provides the facility of maintaining the details of the 
students and gets the requested list of candidates for the 
company who would like to recruit the students based on 
given criteria. 
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Figure 1:  Student Registration Process 
 

 
Figure 2: Working at the Admin Panel 

 

II. PROBLEM ANALYSIS 

Nowadays campus placements are conducted in all 
colleges. Various software and other sector companies are 
conducting campus selections for selecting merit 
candidates. When campus selections are conducted the 
students should provide their curriculum vitae to the 
concern officer for attending the campus interviews. This 
routine process is maintained manually, like maintenance 
of their resumes in papers. This can be automated by 
designing software. 
The old manual system was suffering from many 
drawbacks. The PMS System is to maintain the data and 
make the process smooth, maintaining the data and 
retrieving information is very tedious and lengthy. there 
used to be lots of difficulties in associating any particular 
transaction with particular context. It is very difficult to 
find errors while entering the records. Once the records 
were entered it was very difficult to update records. 
Main reason behind it is a lot of information to be 
maintained and managed. For this reason we provide 
features in PMS that can potentially automate the whole 
system and reduce the errors and manual work.  
In Colleges, Training and Placement Officers(TPO) have 
to manage the student profile and data for training and 
placement process manually. Placement officers have to 
collect the information from companies and notify the 
students who are clearing the company criteria and this 

manual process is tedious and erroneous. Any 
modification in the details of a student or updates required 
in the profile of the student has to be searched and get done 
manually. 
 

III. PROPOSED SYSTEM 
 
Proposed system is inexpensive and no manual workload is 
needed. Everything, however smaller the details for the 
registration process are, they are going to get into the system 
through this Online Placement Management System. 
 
The software used in this regards are as listed below: 
⦁ Django 
⦁ HTML 
⦁ CSS 
⦁ JS 
⦁ GIT 
⦁ Docker 
⦁ Bash Scripting 
⦁ Nginx 
 
All these softwares are easily available in the market. If need 
be any college can develop it for the better conduction of 
placement process. 
 
Below given are the basic functionalities of the softwares 
used in this project: 

⦁ Django is a high-level Python Web framework that 
encourages rapid development and clean, pragmatic design. 

⦁ Hypertext Markup Language (HTML) is the standard 
markup language for documents designed to be displayed in 
a web browser. 

⦁ Cascading Style Sheets(CSS) is designed to enable 
the separation of presentation and content, including 
layout, colors, and fonts. 

⦁ JavaScript(JS) conforms to the ECMAScript 
specification and is one of the core technologies of the 
World Wide Web. 

⦁ GIT is a distributed version-control system for 
tracking changes in any set of files, originally designed for 
coordinating work among programmers cooperating on 
source code during software development. 

⦁ Docker is a set of platform as a service (PaaS) 
products that use OS-level virtualization to deliver software 
in packages called containers. 

⦁ Bash Scripting helps in executing a shell command, 
running multiple commands together, customizing 
administrative tasks, performing task automation etc. 

⦁ Nginx is used  as a web server designed for 
maximum performance and stability. 
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IV. FLOW OF THE PROCESS 

 
In this project we will be using Django and our main 
framework backing up most of the authentication, 
communication with the frontend and the database, and 
effectively handling traffic, sending emails, sending SMS and 
much more. Front end will be handled by HTML, CSS and 
JS. JavaScript will be handling all the robust frontend actions 
like making XHR requests, visibility of elements, interactions 
with the users, etc. MySQL will be the database 
holding all the information about the students and PTO. 
 

EXISTING SYSTEM PROPOSED SYSTEM 

1. Manual SGPA CGPA 
calculation  

1. Automatic CGPA SGPA 
calculation 

2. Manual shortlisting 2. Can generate Shortlist 
with Criteria 

3.Notifying students 
individually   

3. Notifying students on 
one click 

4. No option for students to 
update Resume     

4. Can Update resume at 
any time 

5. Collect Feedback 
Manually 

5. Can write Feedback on 
site 

6. Manual Reminding 
about Training and 
Placement Fees 

6. Automatic Reminding 
about Training and 
Placement Fees 

 

 
 
 

Figure 4: Allover Statistical Display of Registrations 
 

 

 
 

 
Figure 5: Notification box 

 
 

Applications: -  
 

1. It can be used in colleges to ease the way of the 

placement campus drive. 

2. On a large scale it will help in the recruitment 

process more efficiently. 

 

Advantages: -  
 

1.  Easy to Install  

2.  No Manual workload  

3.  Easy to use  

4.  More accuracy 

 
 
 

V. RESULTS 
 

This paper depicts how the system will work and how smooth 
the conduction process is going to take place from the very 
beginning of registration till the recruitment of the 
individuals and how stress-free the process is this for the 
placement officers. 
 

VI. CONCLUSION 
 
According to various surveys done, this turns out really well 
for both students as well as the officers and the companies' 
HRs too. We hope to look forward to implementation of this 
system not only in our college but in all the colleges of this 
region as well as the country. This way the process of 
recruitment is going to be hassle-free.The main advantage of 
this paper is that it suggests the solution to a very existing 
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problem at a very low cost. The accuracy of the system is no 
doubt of  high rate for good possible outputs. 
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Abstract: Orthogonal frequency division multiplexing is a multicarrier and 
high data rate system. Increasing data rate through such modulation techniques 
increases amplitude variation with large dynamic range usually referred as  
peak-to-average power ratio (PAPR) in OFDM systems. As a consequence, 
power amplifier need to operate in linear region to avoid nonlinear distortion. 
In this article, to combat the nonlinearity effect in communication systems we 
propose a novel hybrid scheme, combined with µ-law companding and discrete 
Hartley transform (DHT) spread. We present the detailed simulation results for 
PAPR reduction for OFDM and superposition coded modulation-OFDM. It is 
observed that SCM-OFDM performance is much superior to OFDM. In this 
article we proposed a scheme for SCM-OFDM system that reduces PAPR to 
1.7949 dB. The article also compares the obtained results with clipping 
technique, partial transmit sequence, selective mapping. The computational 
complexity of the system using SCM-OFDM is reduced by 50% by applying 
hybrid scheme. 

Keywords: clipping technique; selective mapping; partial transmit sequence; 
discrete Hartley transform; DHT; superposition coded modulation;  
SCM-OFDM; modified µ-law companding; MMC; peak-to-average power 
ratio; PAPR; bit error rate; BER; complementary commulative distribution 
function; CCDF. 

Reference to this paper should be made as follows: Rashmi, N. and  
Sarvagya, M. (2022) ‘The peak-to-average power ratio reduction using hybrid 
scheme with companding and discrete Hartley transform for orthogonal 
frequency division multiplexing system’, Int. J. Intelligent Enterprise, Vol. 9, 
No. 3, pp.303–317. 
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1 Introduction 

Orthogonal frequency division multiplexing (OFDM) is an assured technique for systems 
that require a high data transmission rate, such as 4G LTE-advanced and WiMAX. 
Several researchers and academicians have studied the OFDM technique, which can cater 
to high data rate applications. OFDM offers several advantages over channels that 
experience frequency selectivity and time variations. Furthermore, the OFDM technique 
allows each subcarrier to independently select the constellation and coding scheme. 
OFDM offers robustness to the multipath fading channel and has a low-implementation 
complexity. Although OFDM exhibits several advantages, OFDM suffers from various 
technical challenges, such as high peak-to-average power ratio (PAPR) and carrier 
frequency offset (CFO). The complexity of digital-to-analogue converter (DAC) 
increases with PAPR, that leads to the degradation of power amplifier efficiency in 
OFDM system. The transmission of high-PAPR OFDM signals through nonlinear power 
amplifier causes spectral broadening, that will expand the dynamic range of the DAC. 
Superposition coded modulation (SCM) is emerging as non-bijective, bandwidth and 
power efficient coded modulation with Gaussian quadrature components. The shaping 
gain in SCM is inherent without any additional complexity at the transmitter side. At the 
receiver side the complexity is low as O(K) for K-layer SCM when equal power is 
allocated to the symbols. Hybrid combination of multi layer SCM and OFDM can 
achieve greater data rates compared to single carrier OFDM system. 

The main aim of this study is to decrease the PAPR in OFDM system to reduce the 
range of DAC and thereby decrease the cost of the system. We propose the use of a novel 
technique called hybrid precoding using DHT and µ companding for SCM-OFDM 
system. SCM-OFDM system increases the data rate of OFDM system complementing the 
advantages of OFDM. Implementing SCM coding scheme for MIMO system reaches 
Shannon channel capacity. But, using SCM in OFDM system further increases the PAPR 
problem in OFDM but increases the data rate and capacity of the OFDM system. Several 
techniques for PAPR reduction have been proposed in literature, and are categorised into 
three categories: multiplicative schemes, coding techniques and additive schemes. In 
multiplicative schemes, phase sequences are multiplied with OFDM sequences, the 
popular techniques using multiplicative schemes such as selective mapping (SM) and 
partial transmit sequence (PTS) (Vittal and Naidu, 2017; Liang et al., 2014; El-Hamed  
et al., 2018; Hassan, 2016). In Satyavathi and Rao (2019), a low-complexity PAPR 
reduction with modified linear SM scheme was suggested for the OFDM system. Lee and 
Chung (2018) proposed a scheme to reduce hardware complexity by analysing 
loglikelihood ratio for channel coding there by reducing PAPR. The performance for 



   

 

   

   
 

   

   

 

   

    The peak-to-average power ratio reduction using hybrid scheme 305    
 

 

    
 
 

   

   
 

   

   

 

   

       
 

modified linear SM scheme for PAPR reduction in Satyavathi and Rao (2019) was 
insignificant compared with conventional schemes. Additive schemes include tone 
reservation (TR) and clipping and filtering techniques. Nagaraju et al. (2018) analysed 
the SM and PTS technique for PAPR reduction and performance analysis of modified 
SM technique based on BER and complexity of the system for PAPR were reported. TR 
technique with low-complexity tones with null subcarriers was proposed in Wang et al. 
(2016) to decrease the PAPR in the filter bank multi carrier systems combined with 
OFDM system. In Azim et al. (2017), decision directed method proposed for PAPR 
reduction for optical OFDM. In Nadal et al. (2014), clipping and quantisation noise 
cancellation is proposed for low-complexity PAPR reduction. Clipping PAPR reduction 
technique causes in- and out-band interferences that take out symmetry among 
subcarriers of OFDM that result in inter carrier interference (ICI). A PAPR reduction 
system including coding technique anticipated in Chen and Liang (2007) implemented 
Reed Muller codes are implemented with PTS scheme. All these schemes reduces PAPR 
at cost of computational complexity and with additional information need to be 
transmitted to receiver, that increases bandwidth requirement. Motivated by the 
limitations of clipping and other techniques, we propose modified µ-law companding 
techniques with discrete Hartley transform (DHT) as precoding technique for PAPR 
reduction in SCM-OFDM system. The proposed technique does not require any side 
information as compared to multiplicative methods, precoding techniques scrambles the 
signal phase to reduce the PAPR of the OFDM system. Precoding with DHT 
demonstrates higher PAPR reduction compare to discrete Fourier transform (DFT) 
technique. DHT distorts phase of the signal there by reducing PAPR. DHT is less 
complex compared to DFT as indicated in Table 2. DHT brings down the multiplication 
complexity by a factor of two contrasts with DFT, since DHT matrix has only real 
elements. DHT provides higher spectral efficiency, since it does not require side 
information compared to various different PAPR reduction systems like PTS and SLM 
techniques. 

This paper is organised as follows. In Section 2, the SCM-OFDM system is 
discussed, and the PAPR and cumulative complementary distribution function (CCDF) 
are formulated. In Section 3, the clipping technique for PAPR reduction for SCM-OFDM 
system, PTS and SM techniques were discussed. Section 4 is the simulation results were 
discussed and Section 5 is the conclusion. 

2 SCM-OFDM system 

2.1 Characterisation of the SCM-OFDM system 

OFDM system has high bandwidth efficiency compared to other multiple access system. 
However, there is continuous demand for high data rate and high capacity to meet the 
requirements of various evolving technologies and applications. Therefore there is strong 
motivation to come up with systems and methods that achieve even higher bandwidth 
efficiency compared to traditional OFDM system which inherits various advantages of 
traditional OFDM system. SCM is the multicarrier system, which has the advantage of 
adaptive modulation and coded techniques. Combining SCM with OFDM system further 
increases channel capacity and the data rate of the OFDM system, preserving the 
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advantages of traditional OFDM system. However use of SCM system for OFDM further 
increases the PAPR problem in OFDM system. 

Figure 1 The proposed SCM-OFDM system for PAPR reduction 
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To reduce PAPR in SCM-OFDM system we propose DHT which provides spectral 
efficiency to SCM-OFDM system. In SCM-OFDM system, K-layer SCM is defined over 
a 2K constellation, the binary data sequence P is partitioned into K sub-sequences {Pk}. 
Rashmi and Sarvagya (2016) proposed a transmitter for SCM-OFDM system. The kth 
layer, resulting in a coded bit sequence ck = {ck(j)} of length 2J. Where ck(j) ∈ {0, 1}and 
J is the frame length. Coded sequence ck is then mapped to QPSK sequence xk(j). 

, ,
K K K

re j im jkx x ix= +  (1) 

The superscripts ‘Re’ and ‘Im’ denote the real and imaginary components, of complex 
numbers, respectively. 

QPSK sequences are linearly superimposed to form Xj, which is given as follows: 
1

0
( ) ( ), 0, 1, , 1

K
k kk

x j ρ x j j J
−

=
= = −   (2) 

where {ρk} are constant weighting colour k. In this study, {ρk} was obtained using the 
simulation-based power allocation method projected in Chen and Liang (2007). 

The superimposed symbols are fed to a customary OFDM modulator unit that 
consists of an N-point inverse IDFT unit pursued by an Ng-point cyclic prefix (CP) 
converts linear convolution to circular convolution, applied as a guard band to avoid inter 
symbol interference (ISI). The IDFT output is obtained as vector Di = [Di(0), Di(1), …,  
Di(N − 1)]T. The CP is appended to Di such that 

1 2 /
0

( ) ( ) for 1
1( ) ( ) ,

i i g

N ej πnk N
i in

S n S n N N n N

S k X k
N

−

=

= + − ≤ ≤ −

 =  
 

  (3) 

where Xi(k) = x(j) from equation (2) is the superimposed modulated data symbol assigned 
to the sub carriers and Ng represents the length of CP (−Ng < n < N − 1). 
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2.2 Peak-to-average power ratio 

The PAPR is important for enabling the high-power amplifier to operate in the linear 
region. The SCM-OFDM signal is oversampled ‘L’ times to better approximate the 
PAPR. The oversampled SCM-OFDM signal in time domain is given as follows: 

1 2 /
0

1( ) ( ) , 0
N ej πnk LN

i jn
S k X k n LN

N
−

=

 = < < 
 

  (4) 

The PAPR is termed as the ratio of the maximum instantaneous power to the average 
power and is formulated mathematically as follows: 

[ ]
2

2

max [ ] 0 1
[ ]

[ ]

s K n LN
PAPR S n

E s K

  ≤ ≤ − =
  

 (5) 

where E[.] specifies the expectation operator. 

2.3 Complementary cumulative distribution function 

The CCDF refers to the probability that the distribution of the output power of the  
SCM-OFDM signal exceeds the predefined threshold value. It is done by determining the 
CCDF for the PAPR values. The CCDF is formulated and expressed as follows: 

( )Pr ,SCM OFMD oCCDF PAPR PAPR−= >  (6) 

where PAPRSCM–OFDM and PAPRo are the output of the SCM-OFDM system and the 
threshold value respectively. 

3 PAPR reduction techniques 

3.1 Clipping technique for reducing the PAPR in the SCM-OFDM system 

In the SCM-OFDM system, the PAPR is maximum for a given {ρk} when all θk’s are 
equal. To reduce the PAPR, clipping of Xj to form jX  is followed based on the rule 
presented below: 

,

,

j j

j j
j

j

s s A
X As

s A
s

 ≤
=  >


 (7) 

where A > 0 is the clipping threshold. 
From Liang (2015), we outline the clipping ratio as follows: 

( )2 2
jγ A E X=  (8) 

The PAPR of the transmitted signal with clipping is given as follows 
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( )2 2 .jPAPR A E X=  

The received signal can be written as follows: 

,j j jY X w= +  (9) 

where wj is the complex Gaussian noise with a zero mean and σ2 variance. 

3.2 Selective mapping 

SM is a multiplicative PAPR reduction technique. The SCM-OFDM signal is copied and 
each copy is multiplied with different phase sequences, as a result different PAPR values 
are captured. The SM signal is a product of SCM-OFDM and phase sequences and 
represented by X(1), X(2), X(3), …, X(k), where k is the number of SCM-OFDM signals. 
Inverse DFT is performed on X(k). X(k) with lowest PAPR is selected and transmitted. 
With increase in number of k the performance of SM raises but as the k increases number 
of IDFTs also increases, increasing the complexity of the system. The block diagram of 
the SM is presented in Figure 2. This technique also requires side information. The side 
information is an extra bit that carries the phase sequences to receiver increasing the 
bandwidth. SM technique is not only spectral inefficient but also complex system. 

Figure 2 Block diagram of SM 

 

3.3 Partial transmit sequence 

PTS is selection transmission technique with point-to-multipoint mapping, multiply 
single input data signals by a phase factor to map multiple candidate signals. Similar to 
SM technique, candidate signal with lowest PAPR is selected as the OFDM transmission 
signal. PTS also requires side information to be transmitted to receiver to retrieve which 
candidate signal was selected by the transmitter. Let X denote the random signal in 
frequency domain. Now X is partitioned into U disjoint subblocks represented by {X(u),  
u = 1, 2, …, U} where X(u) is given by 

( ) ( ) ( )( )
1 2 1, , ,u u uu

MX X X X − =    (10) 
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1

U u
u

X X
=

=  (11) 

The phase rotation factors are given by 

, 1, 2, ,jθu
uC e u U= =   (12) 

4 Proposed MMC-DHT PAPR reduction technique for SCM-OFDM 
system 

The objective of this investigation is to realise PAPR reduction before OFDM modulation 
using modified companding and DHT precoding. Since the SCM symbols takes Gaussian 
distribution, it implies that there is no requirement of active shaping filters which is used 
to adapt the advanced modulation schemes such as QAM to Gaussian channel, thereby 
reducing the shaping filter burden on transmitter and receiver of the system. The 
cumulative distributed function (CDF) of the un-companded signal is expressed as 

2
0
2

( ) 1 exp , 0x o
x

xF x
σ

 
⋅ = − > 

 
 (13) 

where xo is that the discrete envelope of x(n) and 2
xσ  is the variance. 

The μ companding was introduced based on Ghahremani and Shayesteh (2014) 

( ) 2
2

| |( ) sgn( ) 3 , 0 1
2

EC x
x

xF x n x σ erf x
σ

 = ⋅ ⋅ ≤ ≤ 
 

 (14) 

The above equation is the fundamental error function due to companding transform. 
μ-law companding with constant value for μ applied to SCM-OFDM signal is given 

by 

( )

( )

( ) ( )

( )log 1
sgn ( )

log(1 )

c j

j
s

s
j

y n F x n

x n
A μ

A
x n

μ

=

 
× + 

 =
+

 (15) 

where sgn(x(n)) = ( )
( )

x n
x n

 is the phase and As = max(|xj(n)|. 

The multi μ is simulated for SCM-OFDM system for better PAPR reduction. The 
fundamental problem in μ companding is, it enlarges the amplitudes of the lower 
amplitude signal keeping higher amplitude signals unchanged at the output of the 
compander. Thus increasing the average power and reduces the PAPR. However, this 
technique leads to unfair improvement of BER when compared to uncompanded signal. 
The companding profile known as peak ratio is presented in Ghahremani and Shayesteh 
(2014), it is articulated as the ratio of amplitude A of the signal specified in μ compander 
to the peak amplitude of the actual signal to be companded, i.e., 
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jpeak

Peak amplitude of compressor AK
Peak of actual signal x

= =  (16) 

The transfer characteristics of the modified μ compander including new parameter peak 
ratio ‘K’ is expressed by substituting the above equation in equation (15). 

log 1
sgn( )

log(1 )

jpeak

jpeak
jpeak

x
μ

K x
y K x x

μ

 
+ × = × ×

+
 (17) 

The above companding profile permits the μ-law companding profiles to be modified 
such that all amplitudes as well as the peaks of the input signal can be amplified by 
changing the value of K. Higher the values of K, greater is the gain for the peaks and 
much higher the gain for the lower amplitude signals. 

Figure 3 Simulation result of SCM of two signals QPSK and 16 QAM modulated signal  
(see online version for colours) 

 

OFDM signal is precoded using DHT precoder before IFFT block. The Hartley transform 
of Si(n) is expressed as 

( ) ( ) ( ) .sH ω f t Cas ωt dt
∞

−∞
=   (18) 

( ) cos( ) sin( )Cas ωt ωt ωt= +  (19) 

( ) ( ) ( )gf t H ω Cas ωt dω
∞

−∞
=   (20) 

To reduce the number of functional computation Cas(ωt) can be expressed as: 

2 cos 2 sin
4 4
π πωt ωt   − = +   

   
 (21) 

For discrete signal Hartley transform is expressed as: 
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For discrete signal Hartley transform is expressed as: 

1
( ) 0

2 2( )cos
4

NL
s k in

πnk πH y n
NN

−

=

 =  −   (23) 

k = 0, 1, …, N – 1. 
The DHT rotates the phase of input SCM symbols. While precoding, the signal is  

re-established to the single carrier. SCM-OFDM is analysed in AWGN channel. The 
received signal is as follows: 

21

0

1( ) ( ) ( )
j πnkN
LNj sn

Y n H k e w n
N

−

=

 
= + 
 

  (24) 

0 < n < LN − 1. 

5 Simulation results 

In this study, computer simulations were performed to evaluate the performance of the 
SCM-OFDM system. CP is added to the time domain signal to avoid the ISI. Besides 
PAPR drawback in OFDM system, OFDM is additionally sensitive to spectral null 
problem over a frequency selective fading channel. By using DHT over the entire 
bandwidth the nulls are spread to increase the probability of correctly receiving the 
transmitted symbols. Use of precoding, further improves the PAPR performance of an 
OFDM multicarrier system. SCM-OFDM system is simulated in MATLAB 2017 
environment. Each layer in multicarrier is coded using convolution encoder with rate 1/2. 
The coded code word is interleaved to remove any burst error present in the data stream. 
Each layer is modulated using different modulation schemes. We adopted QPSK and 16 
QAM for the layer 1 and layer 2 respectively. The simulation result of SCM scheme with 
two layers, layer 1 adopted QPSK and for layer 2 16 QAM and resultant superimposed 
signal is shown in Figure 3. For the higher modulation scheme when SCM is simulated 
with 64 QAM PAPR obtained is 6.4089 dB, OFDM with 64 QAM is 9.31 dB. Compared 
to OFDM PAPR in SCM improved by 31.2%. However, PAPR in the hybrid system 
SCM-OFDM system is 13.53 dB. PAPR in hybrid system increases due to nonlinearity in 
SCM, Since Gaussian like transmitted signal has a relatively high PAPR. SCM-OFDM 
with clipping resulted in reduction of PAPR by 2.87 dB. Even PAPR reduction using 
clipping and filtering technique PAPR is reduced to 2.87 dB, but BER performance of the 
same reduction scheme is poor as shown in Figure 4 compared to BER performance of 
the proposed method. PAPR reduction using DHT for SCM-OFDM signal is 5.8971 dB, 
thereby reducing PAPR by 4.7565 dB compared to clipping and without reduction 
technique by 7.6329 dB respectively, thereby improving performance of PAPR by 
56.41%. With proposed technique the PAPR is further reduced to 1.7949 dB and PAPR 
performance improvement by 86.7%. The proposed system is also simulated with 256 
QAM, with 256 QAM PAPR in OFDM is as high as 30 dB due to nonlinearity in the 256 
QAM PAPR will increase up to a greater extent in OFDM system. Computer simulation 
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is done and results are shown in Figure 9. With the proposed hybrid scheme the PAPR is 
reduced significantly to 12.5 dB. Figure 3 shows the simulation of SCM symbols, 
considering K = 2 layers the number of symbols in SCM is 2. Figure 4 show that the 
PAPR reduction in SCM-OFDM system with DHT precoder and clipping as a reduction 
PAPR technique. DHT precoder outperforms clipping technique by 7.01 dB. BER 
performance is better compared to clipping technique for SCM-OFDM system. Figure 5 
present that when modified µ-law compander with different value of µ, with µ = 30 and 
above, the PAPR of SCM-OFDM system reduces to 3.8 dB. Increment in PR ratio to 2, 
increases the BER performance, compared to other µ-law companding technique as 
shown in Figure 6. The BER performance in DHT precoder is better than the BER of  
µ-law companding techniques. The simulation uses different µ-law companding levels 
and is denoted as U1 and U2 in the result. However, the PAPR is more in DHT precoding 
technique compared to µ-law companding. The proposed system considers the 
advantages of both the techniques. Figure 7 show different PAPR reduction technique for 
SCM-OFDM system, the proposed system outperforms the other reduction technique 
with PAPR of 1.79 dB. The BER performance of proposed system and its out 
performance with the other PAPR reduction techniques is shown in Figure 7. Table 2 
shows the comparison of computational complexity in DHT and DFT scheme for PAPR 
reduction. Since DHT requires less multiplications compared to DFT, proposed system is 
low computationally complex system. Table 3 compares the spectral efficiency of the 
DHT with other alternative techniques. PTS and SLM techniques use side information 
which increases bandwidth requirement. The proposed method is bandwidth efficient, 
since no side information is required. Figure 8 provides BER comparative study of  
SCM-OFDM system with different PAPR reduction techniques. PAPR reduction for 
SCM-OFDM system with proposed reduction technique is 12.5 dB for 256 QAM 
modulations. Table 4 provides the PAPR results and comparisons with SCM only, 
OFDM only and hybrid combination of SCM-OFDM system with clipping, SLM, PTS 
and MMC-DHT precoder for 64 QAM and 256 QAM. It is evident that from Table 4 
with MMC-DHT precoder improves PAPR performance of SCM-OFDM system. 
Table 1 Simulation parameters 

Bandwidth 20 MHz 
Carrier frequency 2.5 GHz 
Number of subcarriers 256 
Subcarrier spacing 15 KHz 
Number of cyclic prefix 64 
Convolution encoder rate 1/2 
Interleaver Random interleaver 
Modulation for layer 1 256 QAM 
Modulation for layer 2 256 QAM 

Table 2 Comparison of DHT and DFT for computational complexity 

Schemes Real multiplications Complex additions 
DHT 2L2 L(L – 1) 
DFT 4L2 L(L – 1) 

Notes: Where L is order of DHT matrix and DFT matrix. 
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Table 3 Comparison of DHT for spectral efficiency 

Scheme Sideband information (bits/OFDM symbol) 
DHT None 
PTS S log2∅ 
SLM log2∅ 

Notes: Where S is the number of subblocks and ∅: is the number of phase factors. 

Figure 4 BER performance of clipping and DHT PAPR reduction techniques in SCM-OFDM 
system (see online version for colours) 

 

Figure 5 CCDF vs. PAPR for different μ companding profiles (u1, u2) and modified μ 
companding techniques (see online version for colours) 
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Table 4 Comparison of PAPR reduction techniques for SCM-OFDM system 

PAPR 
reduction 
technique 

SCM OFDM SCM-OFDM without 
PAPR reduction 

SCM-OFDM with 
clipping 

PAPR (in dB) 6.4089 9.31 13.53 10.6536 

PAPR 
reduction 
technique 

SCM-OFDM 
with DHT 

SCM-OFDM 
with μ 

companding 

SCM-OFDM with 
proposed PAPR 
reduction for 64 

QAM 

SCM-OFDM with 
proposed PAPR 

reduction for 256 
QAM 

PAPR (in dB) 5.8971 3.64 1.7949 12.5 

Figure 6 BER performance of modified µ-law companding technique on SCM-OFDM system 
with different companding levels U1, U2 and U3 (see online version for colours) 

 

Figure 7 CCDF vs. PAPR for different PAPR reduction techniques on SCM-OFDM system  
(see online version for colours) 
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Figure 8 BER performance of different PAPR reduction technique on SCM-OFDM system  
(see online version for colours) 

 

Figure 9 Comparative study of PAPR on SCM-OFDM systems for 256 QAM modulation with 
different reduction techniques (see online version for colours) 

 

The SCM OFDM system is simulated for 64 QAM and 256 QAM respectively, PAPR for 
SCM signal and OFDM signal PAPR are 6.4089 dB and 9.31 dB respectively. With the 
combination of SCM-OFDM system PAPR increased to 13.53 dB due to Gaussian like 
signal of SCM-OFDM signal and with equal power allotted for two layers of SCM. 
Clipping technique reduces PAPR by 2.87 dB, where as DHT achieves PAPR reduction 
by 7.63 dB. PAPR is further reduced by 9.89 dB by μ companding technique. As 
observed from the simulation results DHT technique provides better BER performance, μ 
companding technique provides better PAPR performance. Combining the advantages of 
both the technique we achieved reduction in PAPR by 11.73 dB and improvement in 
PAPR by 86.7%. SCM-OFDM system is simulated with 256 QAM to demonstrate the 
proposed method works better compared to well known PAPR technique such as PTS 
and SM. Figure 9 shows that PAPR in SCM-OFDM without PAPR reduction is 33 dB, 



   

 

   

   
 

   

   

 

   

   316 N. Rashmi and M. Sarvagya    
 

    
 
 

   

   
 

   

   

 

   

       
 

with SM technique PAPR is reduced to 32 dB. Some improvement is observed when PTS 
is applied to SCM-OFDM system. Significant result is obtained with the proposed 
technique, PAPR is reduced to 12.5 dB, PAPR performance is improved by 62.1%. 

6 Conclusions 

A novel PAPR reduction technique for the OFDM system with SCM is presented and 
elaborated in this paper. An investigation on performance of different reduction 
techniques on SCM-OFDM system is achieved through computer simulation. The results 
indicated that the proposed technique outperformed the clipping technique by 83.1%, 
PTS by 58.3%, SM by 62% and achieved PAPR of 1.7949 dB with 64 QAM  
SCM-OFDM system, 12.5 dB with 256 QAM SCM-OFDM system. The proposed 
method is beneficial for high data rate systems, where many constellations are required to 
achieve a high data rate. 

Future scope: For future research, time-varying channels can be studied; furthermore, 
different modulations and layers can be experimented with SCM-OFDM system. 

References 
Azim, A.W., Le Guennec, Y. and Maury, G. (2017) ‘Decision-directed iterative methods for PAPR 

reduction in optical wireless OFDM systems’, Optics Communications, Vol. 389, pp.318–330. 
Chen, H. and Liang, H. (2007) ‘PAPR reduction of OFDM signals using partial transmit sequences 

and Reed-Muller codes’, IEEE Communications Letters, Vol. 11, No. 6, pp.528–530. 
El-Hamed, M.A., Zekry, A., Elagooz, S.S. and El-Samie, F.E.A. (2018) ‘Blind selective mapping 

for single-carrier frequency division multiple access system’, Digital Signal Processing,  
Vol. 75, pp.25–37. 

Ghahremani, R. and Shayesteh, M.G. (2014) ‘BER performance improvement and PAPR reduction 
in OFDM systems based on combined DHT and μ-law companding’, in 2014 22nd Iranian 
Conference on Electrical Engineering (ICEE), IEEE, May, pp.1483–1487. 

Hassan, E. (2016) ‘PAPR reduction using selective mapping scheme’, in Multi-Carrier 
Communication Systems with Examples in MATLAB®, pp.82–109, CRC Press. 

Lee, J.H. and Chung, H. (2018) ‘Exact and approximate log-likelihood ratio of M-ary QAM with 
two-time dimensions’, ICT Express, Vol. 5, No. 3, pp.173–177. 

Liang, H.Y. (2015) ‘Integrating CE and modified SLM to reduce the PAPR of OFDM systems’, 
Wireless Personal Communications, Vol. 80, No. 2, pp.709–722. 

Liang, H.Y., Chu, H.C., Lin, C.B. and Lin, K.H. (2014) ‘A partial transmit sequence technique with 
error correction capability and low computation’, International Journal of Communication 
Systems, Vol. 27, No. 12, pp.4014–4027. 

Nadal, L., Moreolo, M.S., Fàbrega, J.M. and Junyent, G. (2014) ‘Low complexity PAPR reduction 
techniques for clipping and quantization noise mitigation in direct-detection O-OFDM 
systems’, Optical Fiber Technology, Vol. 20, No. 3, pp.208–216. 

Nagaraju, C.H., Sharma, A.K. and Subramanyam, M.V. (2018) ‘Reduction of PAPR in  
MIMO-OFDM using adaptive SLM and PTS technique’, International Journal of Pure and 
Applied Mathematics, Vol. 118, No. 17, pp.355–373. 

Rashmi, N. and Sarvagya, M. (2016) ‘State space model based channel estimation using extended 
Kalman filter for superposition coded modulation OFDM system’, BVICA M’s International 
Journal of Information Technology, Vol. 8, No. 2, p.1017. 



   

 

   

   
 

   

   

 

   

    The peak-to-average power ratio reduction using hybrid scheme 317    
 

 

    
 
 

   

   
 

   

   

 

   

       
 

Satyavathi, K. and Rao, B.R. (2019) ‘Modified phase sequence in hybrid PTS scheme for PAPR 
reduction in OFDM systems’, in Innovations in Electronics and Communication Engineering, 
pp.327–333, Springer, Singapore. 

Vittal, M.V.R. and Naidu, K.R. (2017) ‘A novel reduced complexity optimized PTS technique for 
PAPR reduction in wireless OFDM systems’, Egyptian Informatics Journal, Vol. 18, No. 2, 
pp.123–131. 

Wang, H., Wang, X., Xu, L. and Du, W. (2016) ‘Hybrid PAPR reduction scheme for 
FBMC/OQAM systems based on multi data block PTS and TR methods’, IEEE Access,  
Vol. 4, pp.4761–4768. 



Journal of Non-Crystalline Solids xxx (xxxx) xxx

Please cite this article as: Jagannatha K B, Journal of Non-Crystalline Solids, https://doi.org/10.1016/j.jnoncrysol.2021.121311

0022-3093/© 2021 Elsevier B.V. All rights reserved.

A composition-dependent thermal behavior of Si20Te80− xSnx glasses: 
Observation of Boolchand intermediate phase 

Jagannatha K B a,b, B. Tanujit c, Diptoshi Roy b, S. Asokan c, Chandasree Das b,* 

a Department of Electronics and Communication Engineering, BMS Institute of Technology and Management, Bangalore-64, India 
b Department of Electrical and Electronics Engineering, Center for Nanomaterials and Display, BMS College of Engineering, Bangalore-19, India 
c Department of Instrumentation and Applied Physics, Indian Institute of Science, Bangalore-12, India   

A R T I C L E  I N F O   

Keywords: 
Thermal stability 
Glass-forming ability 
Boolchand’s intermediate phase 
Network connectivity and rigidity 

A B S T R A C T   

Thermal properties have been investigated using alternating differential scanning calorimetry (ADSC) for 
determining the phase transitions of Si20Te80− xSnx glass samples (1 ≤ x ≤ 6). Experiments are performed to 
assess the variations of thermal characteristics such as glass transition temperature (Tg) and crystallization 
temperature (Tc) etc. as a function of Sn variation. The glass-forming ability (GFA) and thermal stability (ΔT) are 
analyzed for understanding the suitability of as-prepared material in terms of network connectivity and rigidity. 
The studies have revealed minimum non-reversing enthalpy (ΔHNR) value between compositions (2 ≤ x ≤ 5) of 
Si20Te80− xSnx glasses, which serve as a basis of the existence of Boolchand’s intermediate phase (BIP). It is 
observed that an increase in Sn dopant resulted in an increase in the density and decrease in the molecular 
volume of Si20Te80− xSnx samples. These studies reveal the correlation with the memory switching behavior 
displayed by Si20Te80− xSnx glasses.   

1. Introduction 

Data storage and related energy consumption are major challenges in 
the era of artificial intelligence (AI), big data and smartphones. The 
development of a new technique for data storage that operates at higher 
speed, lower operating voltage, and long data retention is very much 
essential for the next generation of digital devices. Researchers are 
exploring novel memory technologies towards realizing next-generation 
memory. These include ferroelectric RAM, magnetic RAM, phase- 
change memory (PCM), etc. [1–3]. Among these, PCM technology 
which has phase transformation capability appears to be particularly 
promising due to its manufacturing technology, endurance, multibit 
ability, higher scalability and lower cost [4,5]. PCM materials are a class 
of semiconductor materials that do not have a long-range order. These 
materials include at least one chemical element from the VI main group 
of the periodic table, such as sulfur, selenium, and tellurium. Extensive 
study has been carried out on chalcogenide materials to investigate their 
properties for various applications [6,7]. Amorphous glasses mostly find 
their applications in photonics and electronics [8]. Over the last decade, 
companies like Intel, IBM, Micron, etc., have been commercially 
developing PCM-based nonvolatile random-access memories (NV-RAM). 
Meanwhile, considerable research has been carried out to understand 

the fundamentals of PCM [9–13]. The information stored in the PCM 
materials is prompted by an applied electric field. Ovshinsky observed 
the electrical switching phenomenon nearly five decades ago, which 
forms the basis for PCM [14]. The electrical switching can be classified 
into two groups namely memory and threshold switching. The switching 
happens when a voltage denoted by threshold voltage (Vth), is applied 
and the PCM material switches from high resistance OFF state (amor
phous) considered as logic ’0′ to low resistance ON state (crystalline) 
logic ’1′. In threshold switching, withdrawal of applied external electric 
field prompts glasses to return to the amorphous state, whereas in 
memory switching, after removal of the field, the glass remains latched 
on to the crystalline state. The switching processes are electronic and 
thermal in nature, and the electronic switching befalls when the charge 
defect states in the sample are bursting by the applied electric field 
carriers. Further, the thermal switching leads to the development of a 
channel at the contact region in the crystalline state [15]. 

The research on electrical switching characteristics is used to 
determine the appropriate chalcogenide glasses (CG’s) suitable for PCM. 
In addition to switching studies, the general understanding of thermal 
crystalline kinetics studies is essential for preparing appropriate mem
ory materials [16]. Tg is a significant thermal parameter that specifies 
the connectivity of the glassy state in CG’s. Alternating Differential 
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Scanning Calorimetry (ADSC) is a thermal analysis tool in which a sine 
wave is superimposed on the linear temperature curve of differential 
scanning calorimetry (DSC) [17]. The composition dependency of 
thermal characteristics of CG’s determined by ADSC, reveals several 
intriguing elements of the microscopic structure and local network 
connection. The advantages of the ADSC technique, include increased 
sensitivity, increased resolution without sacrificing sensitivity, the sep
aration of total heat flow (THF) curve into thermally reversing heat flow 
(RHF) and non-reversing heat flow (NHF), from which non-reversing 
enthalpy change (ΔHNR) and heat capacity (Cp) may be measured in a 
single experiment. Over the last two decades, researchers have been 
studying the effects of network connectivity and stiffness on the char
acteristics of CG’s, particularly their thermal properties. Phillips [18] 
postulated that optimal network connectivity arises at the critical 
average coordination, <r > = 2.4, when the number of floppy modes 
equals zero, resulting in percolation in-network rigidity, which is known 
as rigidity percolation of the glassy system. Thorpe [19] states that the 
<r> < 2.4 glassy systems are in floppy phase and < r > > 2.4 are rigid 
but stress-free within the spectrum of glass-forming composition. At a 
typical coordination number, 2.4, the glassy samples undergo a perco
lation transition from floppy to rigid. These phenomena are seen in Si-Te 
[20], Si-Te-In [21], Ge-Se-Te [22], etc. Tanaka has also testified that the 
stiffness threshold changes to a different average coordination number 
for medium-range interacted systems [23]. Also, research groups have 
shown that the rigidity threshold compasses over a broad range of 
compositions in some glassy systems [24,25]. The glassy samples exhibit 
two different stiffness transitions, and the first transition occurs from a 
floppy phase to a rigid, and the second moves from a rigid to a stressed 
rigid. This range of composition represents the intermediate rigid phase 
(IP), which constitutes a thermally reversing glass window. The IP in
cludes the self-organized, nearly perfect, and stress-free structure of the 
glass [24]. Theoretical calculations using graph theory, cluster approx
imations, and constraint counting indicate the presence of an interme
diate phase known as BIP in a variety of glasses [26]. Si-based 
chalcogenide glasses have been proven to be suitable for optical and 
electronics applications [27,28]. The switching characteristics displayed 
by these glasses make them ideal for PCM applications. Previous studies 
on electrical switching and crystalline peaks of Si20Te80− xSnx (1 ≤ x ≤ 7) 
glasses, prompted us to clarify its thermal properties more clearly [29]. 
In this work, the thermal crystalline kinetics parameters such as glass 
transition temperature (Tg), crystalline temperature (Tc), thermal sta
bility (ΔT), and non-reversing enthalpy (ΔHNR) of Si20Te80− xSnx (1 ≤ x 
≤ 6) chalcogenide glasses are presented. 

2. Experimental approach 

Si20Te80− xSnx (1 ≤ x ≤ 6) bulk CG’s are prepared via a melt 
quenching process. The appropriate quantity of Tin (Sn), Silicon (Si) and 
Tellurium (Te) elements with a purity of 99.9999% (Sigma-Aldrich), is 
weighed and transferred to quartz ampoules, which are pre-evacuated at 
100 ◦C in the hot-air oven and sealed using a flash evaporation unit at 
~7.3 × 10− 6 mbar. To prepare homogenize melt, the ampoules are 
positioned at the center of the rotary furnace at 1100 ◦C for 24 h after 
reaching an optimum temperature which is decided by the melting point 
of the constituent elements. The samples are quenched in a bucket of 
freezing water (< 0 ◦C), which is mixed with sodium hydroxide (NaOH) 
to get the bulk ingots. Using X-ray diffraction (XRD) (PANalytical 
’X’Pert3 Powder) the non-crystalline behavior of as-prepared bulk 
samples is documented. 

Thermal studies on Si20Te80− xSnx (1 ≤ x ≤ 6) bulk glasses are carried 
out by ADSC (model ADSC822e, Mettler Toledo). Two 40 ml aluminum 
cups are used for ADSC wherein one cup is held blank and treated as a 
reference while the other cup is sealed after placing a sample. Thermal 
diagnostics are carried out for a temperature range of 40 ◦C–300 ◦C at a 
heat flux of 3 ◦C / min and 1 ◦C/ min variation rate. Argon gas (Ar) with 
a stream rate of 75 ml/min is used as the cleansing agent [30]. Reversing 

heat flow (RHF) is equivalent to the thermodynamic specific heat vari
ations on heating, while non-reversing heat flow (NHF) refers to the 
kinetic process and enthalpy differences that convoys structural changes 
in the glassy network [31]. The thermal parameters Tg, Tc, ΔT, ΔHNR 
and ΔCp are assessed from the RHF and NHF graphs derived from total 
heat flow (THF) curves of ADSC results. Error in thermal parameters 
measurement is within ± 5 ◦C, the variation in ΔHNR, measured for 
heating scans are found to be within ±0.05 J/g. Errors are determined 
by the standard deviation process, with the resulting error bars depicted 
in the figures. The sample densities are measured with the ethanol as a 
reference fluid employing density measurement equipment (METTLER 
TOLEDO, MODEL ME 204). The density calculation error is below 4%. 

3. Results and discussion 

Fig. 1 displays the assessment of RHF and NHF graphs of a typical 
Si20Te75Sn5 glass for numerous thermal factors. Fig. 2 depicts the THF 
curve of the representative Si20Te80− xSnx glass samples (1 ≤ x ≤ 6), 
acquired via ADSC. Three noticeable exothermic crystalline peaks (Tc1, 
Tc2 and T c3) and one endothermic Tg have been observed in Si20Te80- 

xSnx samples where x is 2–5. The reason for the appearance of two or 
three crystallization peaks may be due to the phase separation in the 
samples due to the disengagement of initial similar compounds into two 
or more crystalline phases [32]. Sn may crystallize at a lower temper
ature (Tc1) followed by Te at (Tc2) into cubic Sn1Te2 and hexagonal Te1 
phases. The remaining amorphous matrix may crystallize into hexagonal 
Si1Te2, hexagonal Si2Te3 and cubic Sn1Te2 [29]. Similar phases formed 
during crystallization are observed in Si-Te-Bi and Si-Te [29,33]. 

It is observed that almost all chalcogenide glasses follow the Mott 8- 
N principle [34], consequently, the coordination numbers (CN) of Si and 
Te can also be reasonably presumed to be four and two in Si-Te-Sn glassy 
samples. In particular, metal elements are classified as a 4-fold or higher 
coordination feature in the glassy chalcogen network samples that 
improve network connectivity. M. Stevens et al. reported that Sn atoms 
are coordinated by 4-fold in a Ge–Se(S)–Sn glassy systems [35]. Hence in 
the current Si-Te-Sn samples, the coordinating numbers are assumed to 
be four, two, and four for Si, Te and Sn, respectively. The average CN (<
r >) can be found using the following formula for the above glassy 
system. 

< r >=
r1Si(20) + r2Te(80 − x) + r3Sn(x)

100
(1)  

Fig. 1. Assessment of ADSC RHF and NHF graphs of a typical Si20Te75Sn5 
sample for thermal parameters. 

J. K B et al.                                                                                                                                                                                                                                      



Journal of Non-Crystalline Solids xxx (xxxx) xxx

3

where r is the CN of individual atoms. The reason for the variation of 
thermal parameters with respect to Sn variation in the Si-Te network is 
determined by network connectivity and rigidity of the samples. 
Consequently, topological limits may be correlated with the rapid 
change in the feature of thermal parameters with respect to composition. 

Fig. 3 represents the variation of Tg with the addition of Sn dopants in 
the Si-Te matrix. To determine network connectivity and rigidity, the 
compositional dependency of Tg is used. A rise in Tg usually means 
network strengthening, while a decline in Tg indicates the phase sepa
ration due to the splitting of homopolar bonds [36]. From Fig. 3 it is seen 
that the Tg values decrease with the addition of Sn, which could be due 
to the semi-metallic nature of Sn, the disintegration of Te-Te homopolar 
bonds, and the bonding of Te-Si and Sn-Te atoms results in decreased 
network connectivity and stiffness. Similar studies revealed that metallic 
dopants, such as In, Sb, and Bi inflowing to the host matrix, partially 
disrupt the chain length and thus increase the number of weak Te rings 
[37,38]. A decrease in Tc values is observed in Si20Te80− xSnx glassy al
loys (1 ≤ x ≤ 6). Fig. 4 displays the decrease in first and second crys
tallization temperature (Tc1 and Tc2) of Si20Te80− xSnx (1 ≤ x ≤ 6) 
samples. However, there is no significant change in the third crystalli
zation temperature, Tc3. Similar crystalline temperatures are observed in 
Si-Te-In glasses [39]. The decrease in Tc values indicates the existence of 

loosely connected heteropolar and homopolar bonds in as-prepared 
samples [27]. 

The difference between Tc and Tg values (ΔT= Tc1-Tg) is directly 
related to glassy system’s thermal stability and glass-forming ability 
(GFA). ΔT values help in determining the tendency of the glassy material 
towards crystallization [40]. Fig. 5 shows the thermal stability of 
Si20Te80− xSnx glassy samples (1 ≤ x ≤ 6). It is observed from Fig. 5 that 
ΔT decreases and Tc values also fall with Sn doping (Fig. 4), which in
dicates that Si-Te glasses can easily be devitrified. These findings sup
port the notion that the switching voltages, network connectivity, and 
network rigidity of Si20Te80− xSnx glass samples (1 ≤ x ≤ 6) decrease 
with the addition of Sn in the Si-Te matrix. 

Fig. 6 depicts the number of Si-Te, Te-Te, and Te-Sn bonds, as well as 
the average bond energy with Sn variation. The number of bonds have 
been computed using bond formation rules, and the bond energies have 
been obtained using bond energy values [41]. From Fig. 6, it is observed 
that Te-Te bonds decrease, no change in Si-Te bonds, and there is an 
increase in Te-Sn bonds with an increase in Sn dopant. Further, average 
bond energy is found to increase with Sn addition, as Te-Te bond energy 
is 257.6 ± 4.1 kJ/mol and Te-Sn is 359.8 kJ/mol. When Sn is added to 
the host matrix Te-Si, Sn atoms progressively replace lower energy Te-Te 
bonds with higher energy Te-Sn, which results in overall increase in the 

Fig. 2. Total heat flow graph of the Si20Te80− xSnx glass samples (1 ≤ x ≤ 6).  

Fig. 3. The variation Tg of Si20Te80− xSnx glass samples (1 ≤ x ≤ 6) with Sn (x) 
and average coordination number 〈r〉. The trend line obtained using B-Spline 
fit function. 

Fig. 4. The variation of Tc with x and 〈r〉 for Si20Te80− xSnx glassy samples (1 ≤
x ≤ 6). The trend line obtained using B-Spline fit function. 

Fig. 5. The compositional dependence of ΔT for Si20Te80− xSnx glasses (1 ≤ x ≤
6). The trend line obtained using B-Spline fit function. 
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average bond energy of Si-Te-Sn system, similar increase in average 
bond energy is observed in GeSeTe glasses also [42]. The decrement in 
Tg and Tc values may be due to the influence of network connectivity, 
the replacement of 2-fold coordinated Te with 4-fold coordinated Sn 
atoms [41], and replacement of lower energy bonds of Te-Sn with higher 
energy bonds of Te-Si. This decrease in bond numbers correlates to a 
decrease in values of Tg and Tc, which are directly related to a decrease 
in rigidity and network connectivity of samples. 

The ΔCp calculated at Tg is a significant parameter to describe a 
specified amorphous material, as it indicates the heat accumulated in 
molecular motion. The Tg represents the temperature above which the 
base glass matrix reaches different structural phases and below which 
the host matrix attains a structurally stable state [43]. A variation in the 
ΔCp during glass transition recommends the existence of a prolonged 
stiffness transformation. Glasses that exhibit significant variation in ΔCp 
values are weak and those exhibit minor variations are strong liquids 
[44]. The weak liquids exhibit greater GFA tendency, whereas the strong 
liquids have lower GFA tendency [45]. The value of ΔCp for strong 
liquids is between 0.09 and 0.35 J/g-K, while, for weak liquids, the ΔCp 
value is above 0.35 J/g-K [46]. From Fig. 7, it is seen that the addition of 
Sn to the Si-Te matrix creates ternary alloys derived from strong liquids. 
Comparable studies have been published for Sn doping with Se-Sb and 
Ge-Te glasses [38,47]. 

ΔHNR is used to quantify internal stress in a glass by providing heat 

energy between the glass and its melt. The decrease in ΔHNR indicates 
that the composition range correlates to BIP during the glass transition 
phase. For glass composition range in the intermediate phase, ΔHNR is 
found close to zero [24,48], and these studies recommend that glass and 
liquid structure in IP are close to each other and are stress-free. The 
present study on ΔHNR versus compositional variation with coordination 
number < r > (Fig.7) displays that ΔHNR starts decreasing at x = 2 and 
reaches close to zero at x = 4, IP range can be assumed 2 ≤ x ≤ 5 in 
Si20Te80− xSnx glassy alloys. The intermediate phase has been observed 
in Si-Te-In, Ge-Te-In-Ag, and Si-Te-Cu glasses [39,49,50] over different 
composition ranges. In particular, Si-Te-Cu forms the base for the pre
sent study, the IP region seen in the < r > = 2.32 to 2.50, the compo
sitional width (Δr) and centroid (Δc) are 0.18 and 2.41, respectively, 
whereas, for Ge-Te-In-Ag system, IP region seen in the range < r > =

2.37 to 2.62, the compositional Δr and Δc are 0.25 and 2.49, respec
tively. In random networks, the width of IP almost vanishes, which 
agrees with the extended constraint theory [34]. This is true with the 
present Si-Te-Sn system where < r >= 2.42 to 2.52. The Δr and the Δc of 
Si20Te80− xSnx glassy samples (1 ≤ x ≤ 6) are 0.1 and 2.47, respectively 
(Fig. 8). 

Fig. 9 displays the variation of density with composition. It is seen 
from Fig. 9 that the density of Si20Te80− xSnx glassy samples (1 ≤ x ≤ 6) 
decreases with the addition of Sn. Since the atomic weight of Sn (118.69. 
AMU) is nearer to Te (127.6 AMU), the replacement of Te with Sn atoms 
could be a reason for the decrease in density of the host matrix. Also, in 
the host matrix Si-Te bond length is less, and atoms are tightly packed; 
hence density will be higher. When Sn dopant is added to the host ma
trix, the Te-Sn atoms form the bonds, the bond length of Te-Sn is high 
compared to Si-Te hence atoms are loosely packed, and there is a 
decrease in density with the addition of Sn dopant. 

The variation of molar volume with tin addition is shown in Fig. 10. 
The molar volume increases with the addition of Sn dopant, as density 
decreases due to an increase in bond length to accommodate the 
increased bond length, the molar volume increases. A plateau is seen in 
both density and molar volume in the composition range x = 2 to 5, 
which corresponds to the reversibility window identified by ADSC. It is 
also supported by the present ΔHNR studies. It has been realized previ
ously that the IP produces densely packed space-filling networks with 
low molar volumes [51]. Similar results are seen in Ge-Te-Si and 
Ge-Te-In-Ag systems [49,52]. 

Fig. 6. The variation of average bond energy and number of bonds, of 
Si20Te80− xSnx glassy samples (1 ≤ x ≤ 6) With Sn composition (x). 

Fig. 7. Variation of ΔCp measured at Tg for Si20Te80− xSnx glassy samples (1 ≤ x 
≤ 6). The trend line obtained using B-Spline fit function. 

Fig. 8. ΔHNR versus compositional variation with coordination numbers for 
Si20Te80− xSnx glass samples (1 ≤ x ≤ 6). 
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Conclusions 

The studies on thermal parameters of melt quenched Si20Te80− xSnx 
glassy samples (1 ≤ x ≤ 6) are carried out systematically using ADSC. 
These samples show one endothermic glass transition temperature (Tg), 
and three different crystalline temperature (Tc) peaks representing 
different stable phases percolating at different Tc. The decrease in Tg, Tc 
and density values with Sn addition indicates the decrease in network 
connectivity and rigidity of the glassy samples. Thermal stability (ΔT) 
and change in the specific heat capability (ΔCp) determine that samples 
can be easily devitrified and has a lower glass-forming ability. The 
presence of the Boolchand Intermediate phase in the composition range 
2 ≤ x ≤ 5 is seen in ΔHNR studies. 
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Influence of Cu Doping in Si–Te-Based
Chalcogenide Glasses and Thin Films: Electrical

Switching, Morphological and Raman Studies
Diptoshi Roy , B. Tanujit, K. B. Jagannatha, S. Asokan , and Chandasree Das , Senior Member, IEEE

Abstract— To understand the electrical switching behav-
ior of Si15Te85−xCux (1 ≤ x ≤ 10) series, I–V characterization
has been performed on bulk as well as amorphous thin films
of the as-preparedsamples.Both the bulk glassesand amor-
phous thin films are found to manifest memory-type switch-
ing behavior. The threshold voltages of thin-film devices
are found to be much lower than the bulk counterparts
and hence could find application for phase change memory
(PCM). The composition analyses of both have divulged
the existence of intermediate phase (IP) in the composition
range of 2 ≤ x ≤ 6. To examine the probability of the given
glass for PCM application, Set–Reset studies have been
performed on the glasses with a triangular pulse of 6 mA for
set operation and rectangular pulse of 12 mA for the reset
operation. The study has revealed a continuous repetition of
few Set–Reset cycle by the Si–Te–Cu series. Raman studies
carried out on the bulk glasses report the occurrence of
blue shift over the composition in a regular manner. Further,
SEM studies have been carried out on Si–Te–Cu samples
to understand the morphological changes that would have
occurred during switching. Additionally, thickness depen-
dence of threshold voltage of representative Si15Te80Cu5
and Si15Te76Cu9 glasses has been carried out to reveal the
relationship between threshold voltage and thickness.

Index Terms— Chalcogenide glasses, electrical
switching, intermediate phase (IP).

I. INTRODUCTION

PHASE change memory (PCM) is enduring moderate
renascence of interest as the faults it encounters can be

easily deciphered through engineering solutions. The success
of PCM depends on the development of engineering solu-
tions and the corresponding sufficient reduction in costs. The
amorphous and crystalline states have a substantial resistance
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variance which leads to the empowerment of PCM [1], [2].
The noncrystalline state possesses high resistivity whereas the
crystalline state manifests resistivity of magnitude which is
three to four orders of magnitude lower.

In the last couple of years, a wide variety of improvements
like density improvement, aggressive scaling of devices, and
reduction in programming power have been seen in the field of
PCM. The main reason for reduction in switching power which
stands as the rudimentary strength of PCM technology is the
pattern of device scaling. The promising attributes of PCM
technology are effective scalability (up to few nanometers),
faster programming time (in the order of few nanoseconds),
ameliorated endurance (up to 109 programming cycles), and
bit alterability (the capability of PCM to directly write in the
memory, without the requirement of prior erasing step). For the
features like nonvolatility, reduced usage of power, and direct
write, PCM gains to envelope an extensive area of applica-
tions like addressing wireless systems, embedded applications,
solid-state subsystems, and computing platforms [3].

Metal-doped chalcogenide glasses possess electronic and
optical properties and are dissimilar from the properties of
the ordinary ones. Glasses containing transition metal like Cu,
Ag, and Sn have been employed in optical memory [4] and
laser materials [5]. Additionally it has been seen that glasses
doped with Cu manifests photoconductivity and shrinkage
in bandgap, illustrating their probable usage in economical
mid-IR detection which in turn leads to the investigation of
electrical properties [6]. The metallic impurities such as copper
when added to Si–Te bring interesting variations in their
properties. They enter the structural network of chalcogenide
glasses in a special way and increase the network connectivity,
crystallizing ability, and the electrical conductivity [7], [8].
That is the reason an attempt has been made to study system-
atically the properties of the Si–Te glassy system with added
Cu impurity. The study on the switching behavior of a material
is an important part to find the possibility of the material in
PCM application.

II. EXPERIMENTAL TECHNIQUES

The bulk sample that is required for making thin-film
devices are concocted by melt quenching technique. Pure
elements of the order of 99.999% purity have been taken in
proportional quantity in clean quartz ampoule which has been
sealed maintaining a vacuum of 10−6 mbar. The furnace is
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Fig. 1. 3-D schematic of sandwich geometry utilized for making
amorphous Si–Te–Cu thin-film switching devices.

programmed to revolve at 10 r/min uninterruptedly with an
increment of 100 ◦C per hour till it reaches 1100 ◦C. The
homogeneity of the melt can be maintained by keeping the
ampoule at a sustained temperature of 1100 ◦C for 24 h and
finally quenching it in ice water mixed with NaOH. The studies
on the bulk switching have been undertaken to understand
whether the material undergoes switching or not. Once it has
been confirmed that electrical switching occurs in the bulk
samples further switching analysis has been carried out on thin
films which are indeed a very important aspect for memory
device research.

A clean biological glass slide of 25 mm × 75 mm dimension
is used as a substrate on which the source material has
been coated using the flash evaporation approach. To execute
the switching studies, the devices have been fabricated in
sandwich style. The glass substrate has been used as a base for
coating and the top and bottom electrodes have been coated
with aluminum. The 3-D schematic of sandwich geometry that
has been adopted for making amorphous Si–Te–Cu thin-film
switching devices is shown in Fig. 1.

The switching studies have been carried out using Keith-
ley (2410c) source measure unit (SMU) with Lab View 7
(National Instruments) which has a voltage and current limit
of 1100 V and 1 A, respectively. To carry out the switching
studies on bulk samples, the samples have been polished
to obtain 0.3-mm thickness and placed between the contact
points of the Keithley SMU. The purpose of testing the
bulk sample is to know the property of the material and its
feasibility in the application in the form of thin film. 0.3 mm
has been maintained only for bulk samples whereas in the
films the approximate thickness obtained is 10 μm. A probe
station with an applicability of x-, y-, z-direction movement
is employed to place the thin film for switching studies.
Threshold switching (TS) is volatile which means once the
applied field is removed the material reverts to its original
state. As memory switching (MS) draws maximal importance
in PCM application, in this work MS has been emphasized
specifically for both bulk and film.

SEM studies are carried out using VEGA3 TESCAN.
Horiba Jobin Yvon (LabRAM HR) in backscattered mode
is used to perform Raman studies on the glassy samples.
To analyze the backscattering light, the triple monochromator
is used and discerned by a charge-coupled device (CCD)
cooled at −70 ◦C. An argon ion laser of 514.5 nm line is

Fig. 2. I–V characteristic of a representative Si15Te84Cu1 glass showing
MS.

utilized to illuminate the glassy sample wherein the laser is
focused with a 50X objective. A superior signal-to-noise ratio
is obtained by using an acquisition time of around 120 s.

III. RESULTS AND DISCUSSION

A. Switching Analysis in Si15Te85−xCux(1 ≤ x ≤ 10)
Bulk Glasses

The I–V characteristic of an exemplary bulk Si15Te85−xCux

glass is shown in Fig. 2 where an ohmic behavior exhibited by
the sample is observed initially followed by a negative resis-
tance behavior. Specified glasses manifest a current-controlled
negative resistance (CCNR) behavior at threshold voltage,
leading to a high conducting “ON” state. Factors on which
the switching by a glassy semiconductor depends are ON-state
current, thermal stability of the glass, thermal diffusivity of
the material, and the network connectivity. It has been seen
here that upon restriction of ON-state current to low values, the
glass exhibits TS. The glass is seen to display MS at a higher
ON-state current and is being shown in Fig. 2. An analogous
trend is also seen in other tellurides [9].

The MS is associated with structural change and it becomes
difficult for the system to restructure itself with the increase in
cross-linkages and rigidity. Consequently, a memory to TS is
noticed in systems having more cross-linking elements [10].
The phase change attribute of the glasses helps in understand-
ing the MS in chalcogenides.

The transition from amorphous to crystalline phase occurs
during switching and the later phase is retained in MS. The
temperature of the glassy material between the electrodes aug-
ments because of the joule heating and creates a filamentary
path [11], [12].

The compositional dependence of switching voltage of
Si15Te85−xCux glasses is shown in Fig. 3. The two gov-
erning features that determine the compositional variation
of switching voltage of chalcogenides are dopant resistiv-
ity [13] and the network connectedness [14]. Typically the
inclusion of metallic dopants is known to reduce the resis-
tivity and consequently the switching voltage in chalco-
genides [15]. Conversely, the strengthening of connectivity
and rigidity of network is seen to increase the switching
voltage. In many cases, high resistivity and network connec-
tivity make the structural changes difficult during switching
process resulting in TS as seen in Al–As–Te glasses [16].
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Further, the increase or decrease in resistivity and network
connectivity can be judged from the variation of threshold
(or switching) voltage with composition, and the same has
been interpreted in this work. The Si–Te–Cu system has
exhibited good MS behavior and also the switching data are
reproducible. In the present system, with the intensification
of Cu, the threshold voltage (VT) is seen to increase initially
followed by the exhibition of a plateau in the region of
2 ≤ x ≤ 6. A precipitous decline is exhibited by VT above
6% of Cu. The consequence of both the network connectivity
because of the incorporation of high coordinated Cu atoms
and metallic nature of the dopant are seen to influence the
contrast of VT of bulk Si15Te85−xCux glasses with composition.
The analysis of the extended X-ray absorption fine structure
(EXAFS) spectrum in literature reveals the existence of coordi-
nation number in copper as four [17], a number which has also
been observed in the other systems of copper like CuFeS [18],
Cu3AsS4 [18], and CuAsI [19].

The movement of Cu+ions also has a critical contribution
in the switching behavior of Si–Te–Cu glasses. The OFF-
state highlights the subsequent recombination processes: hole
seizure by C−

1 centers (C−
1 + e+ → C0

1) and electron seizure
by C+

3 centers (C+
3 + e− → C0

3). A passivation of C−
centers can be carried out by Cu+ ions that exist in the
sample by diffusion process [20], consequently minimizing
the voltage needed to instigate the switching process, also
additionally reducing the switching time of the sample. The
initial increment of VT with composition of Si15Te85−xCux

glasses is due to the increase in network connectivity and
the subsequent decrement is owing to the incorporation of
higher metallic dopant and rapid passivation of charged defect
states. Thermal studies on Si15Te85−xCux glasses [21] have
shown the presence of a wide trough in the range 2 ≤ x ≤ 6
in the compositional dependence of nonreversing enthalpy at
glass transition (�HNR), revealing the existence of Boolchand
intermediate phase (IP). The present study also shows the
presence of a wide plateau in the range 2 ≤ x ≤ 6 in the
compositional dependence of VT which could be linked with
the IP as observed in the electrical switching behavior of
Ge–Te and Si–Te glasses [22]. The composition of the glass
which resides in the IP is presumed to have self-organization
and is independent of stress and so the width of the IP stands as
a measurement of self-organization of the glassy system [23].
Additionally, the latent heat of melting of glasses in the IP
is nearly absent and this can be a possible reason of low
threshold field in the IP [24]. Fig. 3 shows the variation of VT

with respect to composition wherein the thickness of various
samples has been kept constant as 0.3 mm.

B. Electrical Switching in Si15Te85−xCux (1 ≤ x ≤ 10)
Amorphous Thin Films

The I–V characteristic of a typical thin-film device is
depicted in Fig. 4. The thickness of the material is approx-
imately 10 μm and the dimension of the top electrode is
circular in shape with 6 mm dia.

The comparison of electrical switching response of bulk
Si15Te85−xCux glasses with their thin-film counterparts is
important for the applicability of the material in PCM.

Fig. 3. Compositional dependence of switching voltage of Si15Te85−xCux
glasses (1 ≤ x ≤ 10);< r > represents the average coordination number
of specific composition.

Fig. 4. I–V characteristic of a representative Si15Te81Cu4 thin film
showing MS.

Fig. 5. Compositional dependence of switching fields of Si15Te85−xCux
(1 ≤ x ≤ 10) thin films.

The studies on the bulk Si15Te85−xCux sample indicate
that both MS and TS [25] have been exhibited by
the glassy samples which depend on the ON-state cur-
rent. Howbeit, the studies on amorphous thin films of
Si15Te85−xCux samples indicate the exhibition of only MS.
The memory form of the switching responses has been
manifested by other binary, ternary, and quaternary amor-
phous thin films such as GeS2 [26], Ge–Te–Si [27], and
Ge–Te–In–Ag [28].

The compositional dependence of threshold field of amor-
phous Si15Te85−xCux thin films is shown in Fig. 5. To study
the effect of incorporation of dopant on the switching
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phenomena, the compositional dependence of threshold field
has been investigated for the thin-film devices. In addition,
as the usage of flash evaporation technique does not guar-
antee the uniformity in the thickness of deposition among
the devices, the threshold voltage has been normalized as
threshold field and used for studying the composition depen-
dence. Further, the coordination number in glasses helps to
define the rigidity percolation threshold (RPT) in glasses
which manifests the percolative transition of glass from floppy
polymeric glass to rigid amorphous solid and is included in
Fig. 5. Interestingly, amorphous thin films do not show one
to one correspondence of percolation effect when compared
with their bulk counterparts. The change observed in the
threshold field of thin-film samples as compared to bulk at
the onset of percolation could be because of several factors
like high field conductions, methods of preparations of thin
films, and difference of electrodes in bulk and thin films. The
semiconducting thin films which are developed in sandwich
geometry with electrodes of metallic nature may have an
occurrence of some specific high field conduction process. The
several conduction processes are categorized as bulk-limited or
electrode-limited.

The bulk-limited is further categorized into space-charge-
limited conductivity (SCLC), Poole–Frenkel effect, and hop-
ping. Electrode-limited is classified as tunneling and Schottky
effect. These nonlinear conductions may lead to high electric
field across the film [29].

The substantial types of variables experienced in thin-film
deposition mechanism (e.g., substrate temperature, deposition
rate, angle between vapor stream and substrate) enable deposi-
tion of different structured films under nominally homogenous
environment, which can sequentially influence the optical and
electrical properties [29]. Further in bulk the electrode used
is brass whereas for thin-film aluminum is used. Even the
shape of the top and bottom electrodes is different in thin film
and bulk experiments. This difference could also be one of
the reasons for change in the threshold field at the onset of
percolation. As seen in Fig. 5, the thin films also display an
IP in the region 2 ≤ x ≤ 6, where it is seen that the samples
have a low threshold field which could make them potential
phase change materials.

C. Set–Reset Studies in Si15Te85−xCux (1 ≤ x ≤ 10)
Bulk Glassy System

A study on Set–Reset operation has been carried out on
bulk samples of 0.3 mm thickness. To carry out the opera-
tion, triangular pulse of 6 mA for Set and rectangular pulse
of 12 mA for Reset has been used for bulk samples. The
bulk samples of Si15Te85−xCux (1 ≤ x ≤ 10) glasses have
been found to manifest 5–10 Set–Reset cycles repeatedly. The
Set–Reset operation on the representative Si15Te79Cu6 glass is
shown in Fig. 6. In the SET operation the sample behaves as
a semipermanent storage of information as the sample transits
from amorphous to crystalline phase with the introduction of
applied current or voltage pulse. The phase is reversed to
amorphous by the Reset operation wherein on the application
of a sharp current pulse of higher magnitude, local melting

Fig. 6. Electrical switching response of Si15Te79Cu6 glass for a triangular
Set pulse of 6-mA amplitude and rectangular Reset pulse of 12-mA
amplitude.

Fig. 7. SEM image of Si15Te77Cu8 showing formation of channel-like
structure between the electrodes.

of conducting crystal and amorphization occurs. In Fig. 6,
the width of set pulse is 500 ms and that of reset pulse
is 1 ms.

D. Morphological Studies on Si15Te85−xCux System
Edge Switching

In order to understand the phenomena associated with the
switching of Si15Te85−xCux (1 ≤ x ≤ 10) bulk glasses,
switching on the edge of a representative bulk sample is carried
out. There have been several models (both electronic and
thermal) proposed to understand the mechanism of TS and
MS in glassy chalcogenides.

For any qualitative analysis of switching behavior, both
thermal and electronic effects must be considered, and the two
can produce a coupled response called “electrothermal effect.”
Both the initiation of switching and the maintenance of the
filamentary ON-state in chalcogenide threshold switches are
fundamentally electronic in nature [30]. The most important
role played by the thermal effects is the latching of the sample
to the ON-state (MS) which involves a thermally induced
amorphous-to-crystalline phase transition in the conducting
channel [31]. Fig. 7 is the SEM image of Si15Te77Cu8 bulk
sample with a thickness of 0.3 mm, after conducting a
switching operation at the edge of the sample. From Fig. 7, a
channel-like structure is evident which supports the concept of
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Fig. 8. Schematic of edge switching test device and the sample.

Fig. 9. Intensity normalized Raman spectra of selected as prepared
Si–Te–Cu glasses. Band A ∼ 97.9–92.3 cm−1, B ∼ 123.9–120.7 cm−1,
C ∼ 140.9−139.5 cm−1, and D ∼ 165−175 cm−1.

conducting channel like formation during switching. However,
further studies on this channel-like structure are not carried out
at this stage of research. The schematic of edge switching test
device and the sample has been shown in Fig. 8.

E. Raman Studies on Si15Te85−xCux Bulk Glasses

Raman studies are performed on the glassy samples
in the backscattering mode. The presented Raman spectra
(Fig. 9) are intensity normalized. There are two dominating
high-intensity modes (B and C) and two very low intense
humps (A and D). The band positions have the follow-
ing ranges of the wavenumber: band A ∼ 97.9–92.3 cm−1,
B ∼ 123.9–120.7 cm−1, C ∼ 140.9–139.5 cm−1, and
D ∼ 165–175 cm−1. The A and C bands are attributed to the
ETO modes of crystalline Te–Te chain. Band B is attributed
to A1 mode of crystalline Te–Te chain [32]. The ordered
chains (Ten) of c−Te are recognized to have analogous phonon
frequencies at 123 and 143 cm−1.

Band A features chains of Te which are distorted and can be
either phase separated by photo-induced bond cleavage or can
be attached at the end of each chain of structural elements
existing in the glass. Band D can be expected from the
stretching mode localized in edge-sharing tetrahedral SiTe4/2

units [32]. Band D is the least intense among all. Shift in band
A and D does not show much regularity. Band B and C exhibit
a significant blue shift over composition, in a regular manner.
Within the composition range Si15Te84Cu1 and Si15Te75Cu10,
band B shifts from 123.95 to 120.69 cm−1. The peak intensity
remains almost same, within error, for all samples.

Fig. 10. Thickness dependence of threshold voltage of representative
Si15Te80Cu5 and Si15Te76Cu9 glasses.

Within the composition range Si15Te84Cu1 and
Si15Te75Cu10, band C shifts from 140.89 to 139.53 cm−1.
The peak intensity increases significantly with the inclusion
of Cu. This blue shift with increasing Cu content in the
sample suggests: 1) frequency of phonons interacting with the
incident photon is increased; 2) tensile strain in the material
lattice is increased; and 3) phonon in the material gains more
energy from photons [33]. The blue shift can be anticipated
to occur at RPT. The gradual addition of Cu atoms in the
range of composition causes cleavage of Ten chains which
in turn blue-shifts the optical-absorption edge and leaving a
bulk glass rich in Si inside which prevails metastable clusters
of SiTe4/2 units tetrahedral in shape [32].

It is worthy to mention here that, in this work, Raman is
performed on as-prepared bulk glassy samples; these samples
are neither switched nor annealed. The main purpose to per-
form Raman on as-prepared samples is to identify the signature
of RPT. This does not involve crystalline phase formation
but a distribution of atomic coordination, which in turn,
modifies the mechanical, optical, and electrical behavior of
these types of glasses. Thus, by performing Raman the samples
are being classified, but how the electric pulse (switching) or
temperature (annealing)-induced crystallization takes place in
the microstructure of these glasses is not investigated.

F. Thickness Dependence of Threshold Voltage

The VT of glassy samples manifesting MS is seen to exhibit
proportionality to t or t1/2, where t denotes the corresponding
thickness of the glasses. Fig. 10 shows the trend of VT with
the increase in thickness for two representative Si15Te80Cu5

and Si15Te76Cu9 glasses.
Composition like Ge–Te–Al [34] and Ge18Te82−x Bix (1

≤ x ≤ 4) [35] exhibits a linear dependence of VT against t
whereas Ge–As–Te [12] is found to exhibit t1/2 relation with
thickness. The representative Si15Te80Cu5 and Si15Te76Cu9 is
found to manifest a linear variation of VT with t .

IV. CONCLUSION

The chalcogenide glasses prepared by the melt quenching
technique have been found to exhibit MS behavior followed
by the manifestation of same type of behavior in amorphous
thin films which are designed in sandwich geometry. The
threshold voltages of thin films are found to be much lower
than the bulk counterparts and hence could be suitable for
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PCM applications. Both the bulk and thin films have been
seen to display IP in the composition range 2 ≤ x ≤ 6.
Amorphous thin films do not show one to one correspondence
of percolation effect when compared with bulk, and the
various factors responsible for such behavior are assumed
to be high field conductions, methods of deposition of thin
films, difference of electrode materials in bulk and thin films.
Electrical switching operation conducted at the edge of bulk
samples has shown the exhibition of MS behavior and also
the formation of channel-like structure, which has helped to
correlate the phenomena associated with the switching effect
in Si15Te85−xCux (1 ≤ x ≤ 10) glasses. Set–Reset operation
on a representative bulk samples of 0.3 mm thickness using
a triangular pulse of 6 mA for Set and a rectangular pulse
of 12 mA for Reset have shown a manifestation of 5–10
Set–Reset cycles repeatedly. Raman studies performed on the
glassy samples have shown an exhibition of significant blue
shift by Band B and C. The blue shift is exhibited by the
glass at RPT. Linear variation of VT with thickness is evident
in these glasses.
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Abstract
Photocatalysis is the process which used to remove the dye from the effluent. Here, we have used earth-abundant chalco-
genide Cu2SnS3 (CTS) thin film as a photocatalyst to remove the dye (methylene blue) under visible light irradiation. A 
low cost ultrasonic spray pyrolysis was used to deposit the film on soda-lime glass substrate in a single step at optimized 
temperature 500 °C. The structural, morphological and optical properties of the CTS film have been studied using XRD, 
SEM and UV–Vis spectroscopy. Structural analysis confirms the formation of Cu2SnS3 tetragonal structure without any 
secondary impurities. SEM image indicates the surface of this film is smooth and uniform. Bandgap of film is found to be 
1.35 eV. Photocatalysis activity of CTS thin film is studied by degrading methylene blue (MB) dye (1 × 10–5 M) in water 
solution under visible light irradiation. It degrades 90% MB in 3 h. To evaluate the industrial effluent, we have studied the 
photocatalytic activity in different pH (4, 7, 9) medium. It shows that the MB degradation is faster in the base medium 
compare to acidic or neutral medium. It takes 1 h to degrade 90% dye in base medium. Films are showing good repeatable 
performance of the photocatalytic activity.
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Keywords  Cu2SnS3 (CTS) thin film · Ultrasonic spray pyrolysis · Visible light photocatalyst · Repeatability · Different pH 
medium

1  Introduction

Harmful dyes produced from pharmaceutical effluent, tex-
tile, chemical sewages are polluting the aqua systems and 
environment. These toxic dyes are creating water pollution 
in our precious resource of fresh water. To prevent the water 
pollution from these dyes, there are various methods used 
and among them photocatalysis process is mostly used to 
degrade the dyes. Photocatalysis processes use photocata-
lyst (semiconductor materials) in the presence of light to 
degrade the dyes [1–3]. Mostly oxide-based semiconduc-
tor like titanium oxide (TiO2), zinc oxide (ZnO) are used 
as photocatalyst [4–11]. Though oxide semiconductors are 
non-toxic, economical, earth-abundant and high chemical 
stability, they have shown photocatalytic activity under UV 
light due to a wide bandgap like 3.2 eV (TiO2) and 3.37 
(ZnO). It is very rare to use them as photocatalyst under nat-
ural visible light. Sunlight has around 3–5% UV spectrum, 
42–43% visible spectrum and 52–55% infrared spectrum. 
So, most of the spectrum cannot be absorbed by theses oxide 
materials for photocatalytic application [12]. Therefore, it 
is very essential to develop new photocatalysts that can uti-
lize UV, visible and infrared energy of the solar spectrum. 
In this regard, researchers have identified narrow bandgap 
semiconductor photocatalysts to degrade dyes under vis-
ible light irradiation. CdS, PbS, ZnIn2S4, In2S3, CdIn2S4 
are example of narrow bandgap semiconductors which are 
used for photodegradation of dyes [13–18]. Unfortunately, 
these catalysts cannot be used for commercial application 
due to the presence of toxic elements Cd and expensive ele-
ments like In. Recently, metal–organic frameworks (MOFs), 
Functional Mesoporous Silica Nanomaterials, MXene and 
MXene-based composites in nanoparticles forms are also 
used for photocatalysis application [19–21]. But they are 
used in nanoparticles form. So, it is necessary to explore 
a different photocatalyst semiconductor material which is 
originated by earth-abundant elements and it should be low 
cost. In this regard, CZTS and CTS are two semiconductors 
which fulfill these criteria though CZTS and CTS are mostly 
used in solar cell applications [22–24].

Recently, CZTS and CTS have gained researcher atten-
tion for the photocatalysis process. These materials are 
formed from inexpensive earth-abundant material and they 
have lower bandgap. Between these two semiconductors, 
it is easy to deposit/synthesis CTS than CZTS due to one 
less number of elements. Q. S. Ren et.al. have synthesized 
Cu2ZnSnS4 photocatalyst using facile solvothermal tech-
niques. Prepared sample exhibits sphere and rose-shaped 
structure. Rose-shaped structure showed higher percentage 

of methylene blue (MB) dye degradation compare to 
sphere shape structure [25]. J. Zia et.al have prepared 
Bi2O2CO3 microstructure using the hydrothermal method 
and they have reported that photocatalyst activity has been 
improved with iodine (I) doping [26]. Jiasong Zhong et.al. 
have reported the synthesis of 3D hierarchical Cu2FeSnS4 
microstructure using solvothermal method and they have 
shown 73% of degradation of RhB dye under visible light 
irradiation [27]. The above works have encouraged us to 
prepare non-toxic semiconductor material Cu2SnS3 (CTS) 
thin films for photocatalytic activity under visible light 
irradiation. CTS, a p-type direct bandgap semiconductor 
(0.9 -1.7 eV), is mostly used for photovoltaic device and 
it has a very large absorption coefficient (≥ 104 cm−1)[28]. 
Yu. Tan et.al. have prepared Cu2SnS3 powder sample using 
solvothermal techniques to obtain the band gap of 2.42 eV 
[12]. They have reported the complete decomposition of 
MB dye under four hours of visible light irradiation, but 
the effect of different pH medium and repeatability test is 
not studied. S.Vadivel et.al reported the study the photo-
catalysis activity of Cu2SnS3/RGO nanocomposites which 
is synthesized using solvothermal method [29]. Most of 
these photocatalytic experiments were performed when the 
photocatalysts were in powder form. But a photocatalyst 
in powder forms has demerits in practical applications. 
Because after experiment these powders have to filter out 
from the solution [10, 11]. So, a filtration unit needs to 
install there which will increase the total process cost. In 
this regard, presently researchers are looking for thin film 
based photocatalysis application. There are various meth-
ods available to deposit thin film. Among all the available 
methods to deposit thin films, spray pyrolysis is a single 
step deposition method to deposit thin films.

There are no reports of CTS thin films deposited by 
ultrasonic spray pyrolysis (USP) for photocatalytic appli-
cations. In this paper, we have discussed the deposition 
of CTS thin films using USP. Then, these films were used 
for photocatalytic application. Here, photocatalysis activ-
ity of CTS thin film is explored for degradation of test 
dye (methylene blue) solution under 300 W halogen lamp. 
Repeatability studies and the effect of different pH medium 
in CTS thin film as a photocatalyst is also studied here.
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2 � Experimental details

2.1 � Synthesis of Cu2SnS3 thin films by ultrasonic 
spray pyrolysis

CTS thin film was deposited on the soda-lime glass substrate 
using an automated ultrasonic spray pyrolysis system (fre-
quency 1.63 MHz) as discussed in our earlier report [30]. 
In brief, at first, glass substrates were washed thoroughly in 
soap water. Then, it was cleaned in deionized water, acetone 
and IPA ultrasonically for 30 min, respectively; followed by 
drying in hot air oven for 3 h at 80 °C. Before deposition 
of the films, precursor solutions were prepared from cop-
per chloride (CuCl2, H2O), tin chloride (SnCl2, 2H2O) and 
thiourea [CS(NH2)2] in 60 ml DI water. The concentration 
of tin chloride, copper chloride and thiourea were 0.01 M, 
0.02 M and 0.2 M, respectively. Finally, prepared precursor 
solution was sprayed on the heated glass substrate (500 °C) 
for 30 min reported elsewhere [30].

2.2 � Characterization

X-ray diffraction (XRD) was used to determine the crystal 
structure of prepared films using Bruker D8. Cu Kα is used 
as a radiation source which has a wavelength of 1.5405Ǻ 
and it is operated at 40 kV and 40 mA, respectively. Horiba 
LABRAM HR is used to characterize Raman spectroscopy 
of the CTS sample with a 532 nm wavelength of Argon 
laser as an excitation source. Surface morphology and 
energy dispersive X-ray analysis (EDX) of the CTS sample 
is determined using FESEM Quanta-200 for scanning elec-
tron microscopy (SEM). Absorption spectra of CTS sample 
are measured using the UV–Vis spectrometer (SPECORD 
S600), and the bandgap is measured from the absorbance 
spectra through Tauc plot. The resistivity of CTS thin film is 
calculated using the four-point probe method (Four Dimen-
sions probe metal model 280).

2.3 � Photocatalytic studies

Photocatalytic test was performed in a double jacket photore-
actor under the irradiation of visible light from 300 W halo-
gen lamp. 60 ml methylene blue (MB) solution (1 × 10−5 M) 
with three pieces of CTS thin films (1.5 × 2.5 cm2) was used 
for the photocatalysis studies. The films under MB solution 
are kept on magnetic stirrer for 30 min in the dark environ-
ment before light irradiation to achieve absorption desorp-
tion equilibrium between MB and CTS photocatalyst. The 
solution is then exposed under visible light obtained from 
a 300 W halogen lamp. The absorbance spectra of the solu-
tion are measured after a certain interval using a UV–vis 

spectrometer. Coldwater was circulated in the double jacket 
reactor during the experiment process to prevent the evapo-
ration of MB solution.

3 � Results and discussion

3.1 � XRD

Figure 1 shows the XRD pattern of the CTS films deposited 
on glass substrate at 500 °C. The sample shows the diffrac-
tion peak found at 28.47°, 33.1° 47.14° and 56.36°, respec-
tively, which corresponds to (112), (200), (204) and (312) 
planes. Four peaks are observed in the XRD pattern which 
clearly indicates that this film is polycrystalline in nature.

The diffraction peak at (112) has sharp and high-intensity 
peaks compared to other orientation, so it indicates that the 
preferred orientation of CTS thin films is (112). High-inten-
sity peaks indicated the high crystallinity of the film. The 
XRD pattern is well-matched with the standard tetragonal 
structure of the CTS films (JCPDS 89–4715). The average 
crystallite size of the CTS film is found to be 43 nm from 
Debye Scherrer’s formula.

3.2 � Raman analysis

Raman analysis is a nondestructive tool to reconfirm the 
structure of CTS thin film and it also reveals the presence of 
secondary phases, if presents, in the multicompound film. 
Figure 2 depicts the Raman spectrum of CTS thin film. The 
sample shows peak at 334 cm−1 which corresponds to A1 
vibration mode of tetragonal Cu2SnS3 and other peaks at 
287 cm−1 is also matching with tetragonal Cu2SnS3 [31, 32]. 

Fig. 1   X-ray diffraction pattern of CTS film prepared at 500 °C
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Similar kind of results also finds in the literature [31–34]. 
There is no binary phase observed in Raman spectra.

3.3 � Morphological studies

Figure 3 depicts the SEM micrograph of CTS thin film 
deposited at temperature 500 °C by ultrasonic spray pyroly-
sis method. It is observed that the surface is quite smooth 
and uniform. There are no cracks and pinholes visible in 
the film.

EDX analysis is carried out to find the elemental com-
position in the films. Table 1 gives the atomic percent-
age of elements (Cu, Sn, and S) for the deposited sample. 
Cu2.00SnS2.71 is the stoichiometric ratio of as-deposited CTS 
thin film. It is clearly visible from the table that prepared 
film is found to be sulfur deficient due to the volatile nature 
of sulfur but it is almost near to Cu2SnS3 film.

3.4 � Optical analysis

The optical property of semiconductor material plays a very 
important role to evaluate the efficiency of photodegrada-
tion of organic pollutants. Tauc formula is used to find the 
bandgap of CTS thin film using absorption spectra [35–37]. 
A graph is plotted between photon energy (hν) and (αhν)2. 
Then, a slope, plotted at the linear portion of (αhν)2, is 
extended to X-axis and the intersected point at X axis gives 
the band gap value of CTS thin film. The bandgap of CTS 
thin film is found to be 1.35 eV, which is matching with 
reported value[38]. Figure 4 shows the bandgap of the film.

3.5 � Photocatalysis activity

CTS thin film as a photocatalyst for degradation of MB is 
presented here. The absorbance spectra of MB solution are 
measured at a different time(t) when it is illuminated with 
visible light. Under the visible light illumination with the 
presence of CTS thin film photocatalyst, MB has started to 
degrade. At different time interval, the absorption spectra of 
the solution are recroded. These absorbance spectra are pro-
portionl to the concentration of the solution which helps to 
find the photodegradation efficiency. The photodegradation 

Fig. 2   Raman spectra of CTS film prepared at Ts = 500℃

Fig. 3   The SEM image of the CTS sample prepared at Ts = 500℃

Table 1   Elemental composition 
of CTS thin film deposited at 
Ts = 500 °C

Elements present 
in the CTS film

Atomic 
percentage 
(%)

Cu 35.02
Sn 17.50
S 47.48

Fig. 4   Bandgap of the CTS sample prepared at 500 °C
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efficiency of the deposited CTS sample for MB degradation 
is given by[39, 40]:

where C0 is the concentration of the solution at time t = 0 
and Ct is the concentration of the MB solution at time t in 
the presence of photocatalyst under visible light irradiation. 
Here, we have chosen the characteristic peak of the MB solu-
tion at λ = 664 nm. Figure 5a shows the absorbance spectra 
of MB at a different time under the illumination of visible 
light. It is clearly visible from the figure that the intensity of 

(1)

Photocatalytic degradation eff iciency =
C0 − Ct

C0
× 100%

absorbance spectra is decreasing with increasing illuminated 
time. Figure 5b shows the color of the MB dye solution at 
different intervals of t. It shows that the color of MB dye 
changed from blue to transparent solution. Photocatalytic 
degradation efficiency is shown in Fig. 5c. Degradation effi-
ciency is found to be ~ 90% under 3 h visible light irradia-
tion. Degradation rate for a catalyst is calculated from the 
following equation

where C0, Ct and K are initial concentration, final concen-
tration and pseudo-first-order kinetic constant, respectively. 

(2)ln(
Ct

C0
) = −Kt

Fig. 5   a Absorbance spectra of MB under visible light illumination 
at different time, b discoloration of MB at different time using CTS 
photocatalyst, c Degradation of MB and (in inset) degradation of MB 

using CTS photocatalyst under visible light irradiation, and d Repeat-
ability studies of CTS photocatalyst
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Figure 5c (inset) shows the degradation rate of the photo-
catalyst and it is found to be 0.012/min. We have also studied 
the repeatability performance of CTS thin films for 5 times 
under the same condition to check the stability and reusabil-
ity of the photocatalyst. Figure 5d shows the repeatability 
performance of CTS thin film as a photocatalyst. There is a 
negligible difference between the first and last degradation 
performance of the films and it shows the ~  90% degradation 
of the MB solution.

3.6 � Mechanism

Figure 6 shows the schematic visualization of the photo-
catalytic mechanism of CTS thin film under visible light 
irradiation. Bandgap of CTS is found to be 1.35 eV from 
the Tauc plot. As the band gap value is 1.35 eV, the CTS 
material starts to produce electron and hole pair when vis-
ible light is illuminated on its surface. These excited elec-
trons at the conduction band react with oxygen and produce 

oxygen radicals. Similarly, holes at valence band produce 
the hydroxyl radicals. These radicals are highly reactive in 
nature and they react with the organic dyes. After the reac-
tions, dyes are decomposed into less harmful products. The 
dye degradation mechanism is shown below equations.

3.7 � pH study of CTS photocatalyst

Initially our experiments with CTS thin films for the deg-
radation of MB are performed only in neutral water. But 
in practice, the solution containing dyes have different pH. 
To test the CTS thin film as a photocatalyst in different 
medium, we have also performed it photocatalytic activ-
ity in three different pH 9, 7 and 4 as basic, neutral and 
acidic medium, respectively. Figure 7 shows the degrada-
tion pattern and bar diagram of MB at different medium 
for 90 min of illumination using CTS photocatalyst. It is 
clearly visible that degradation rate is faster in the base 
medium. At base medium, extra OH ions are available 

Fig. 6   Schematic diagram of 
photocatalytic mechanism

                          CTS(e- + h+) …………..(3)
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O 2 + e-                               •O2
-            ……..………..(5)

-
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CTS + h

H

O

•HO
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  •O2
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which later transforms into superhydroxide radicals. These 
excess radicals use to degrade the dye faster. Degradation 
performance of CTS film is lower in acidic medium than 
neutral pH solution and a blue shift of absorbance peak 

is found in the graph. Shifting of the peak is due to the 
promotion effect in acidic solution [41, 42]. As there are 
excess H+ ions available in the acidic medium, it will then 
reacts with OH− to form H2O. As the number of OH radi-
cals is reduced, the degradation process also reduces. So, 
the degradation rate is poor in the acidic medium. Samples 
are not corroded in the acidic medium as we have per-
formed the next experiment in another pH 7 solution and 
found the same photocatalytic behavior of the film.

Different research groups have used thin films and nan-
oparticles as a photocatalyst, and Table 2 shows the small 
summary of their research in degrading different dyes. It is 
found from the table that thin films are rarely used for pho-
tocatalysis activity. There are huge advantages of thin film 
based photocatalysis compare to nanoparticles based pho-
tocatalyst as described in the introduction section. In this 
scenario, CTS thin films will be used not only as solar cell 
absorber material but as well as it will be used as photo-
catalysis process and CTS thin films are comparable with 
other thin film (metal oxide) based photocatalyst. Even 
our results show better performance for MB degradation 
under visible light environment compared to other earth 
abundant chalcogenide material. Our works also studied 
the photocatalytic activity in different pH medium.

Fig. 7   Absorbance spectra of MB at different pH medium under 
60 min visible light irradiation (inset: degradation % of MB bar dia-
gram at different pH under 60 min light irradiation)

Table 2   Comparative results of different thin film and nanoparticle photocatalyst

Photocatalyst material Deposition technique Dye solution Light source Degradation time and % References

copper zinc tin sulfide 
(CZTS) thin film

SILAR Basic Blue 41 (BB-41) Four fluorescent lamps, 
of 4 W nominal power

180 min, 97.5% [43]

copper zinc tin sulfide 
(CZTS) thin film

Spray pyrolysis Sugarcane industry 
waste

UV lamps After 120 min, 90% [44]

Cu2SnS3/Ti3 + -TiO2 thin 
film

Hydrothermal method Tetracycline 1000 W halide lamp 98% [45]

Cu2FeSnS4 thin film Spray pyrolysis Methylene blue (MB) 55 W Xenon cylindrical 
light

Four hours, 76% [46]

ZnO thin film Spray pyrolysis MB UV–Vis lamp 3.5 h, 90% [47]
Cu3SnS4 nanoparticle Ball milling (CTS-B) 

and solvothermal 
method (CTS-S)

MB 250 W halogen lamp After 90 min, 42% 
degradation showed by 
CTS-B and 95% degra-
dation for CTS-S

[48]

Titania nanoparticles Hydrothermal method MB 6 W Lamp (BoittonIn-
struments) as the light 
source

180 min. 97% [49]

ZnO nanoparticles Co-precipitation method Rose Bengal (RB), 
(MB), Bromocresol 
green (BG)

15 W UV lamps After 240 min, RB-83%, 
MB-81%, BG-56% for 
pH = 11

[50]

Copper zinc tin sulfide 
(CZTS) nanoparticles

Hydrothermal MB Visible light After 45 min, 50% [51]

Copper zinc tin sulfide 
(CZTS) nanoparticles

Solvothermal process MB Halogen lamp of 300 W 120 min, 91% [41]

CTS Thin film Ultrasonic Spray 
pyrolysis

MB 300 W Halogen lamp 
(visible light)

3 h, 90%, Different pH 
condition

This work
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4 � Conclusion

In a single step method, CTS thin films are successfully 
deposited on soda lime glass substrate at 500 °C by indig-
enously developed automated ultrasonic spray pyrolysis. 
It takes 2 h to complete the thin film deposition including 
precursor preparation time. Tetragonal single-phase crystal 
structure without any secondary impurity is found from the 
XRD. The crystal structure has been further reconfirmed 
by Raman analysis. A dense uniform surface morphology 
has been observed in CTS films. The photocatalytic activ-
ity showed 90% degradation of MB dye under 3 h visible 
light irradiation. Photocatalytic activity is repeated for five 
cycle and the good stability of CTS thin film is observed, 
i.e., CTS thin films are not photo corroded even after five 
repaetivive experiment. It consistently shows ~  90% deg-
radation of MB dye in each experiment. Not only these 
photocatalysis experiments performed in the neutral (pH 
7) medium but also performed in acidic (pH 4) and base 
(pH 9) medium to mimic industrial effluent pH. It is found 
that the degradation rate is increased in base medium com-
pare to acidic medium due to the presence of extra OH 
ions which are available in the base medium. These excess 
radicals are used to accelerate the degradation of the dye.

Acknowledgements  We thank to MNCF, IISc to provide us to use 
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A B S T R A C T   

In this work, we present the fabrication of heterojunction Cu2SnS3/ZnS photovoltaic cell using indigenously 
developed cost-effective ultrasonic spray pyrolysis method. Substrate temperature of as-prepared films have been 
varied from 350 ◦C to 500 ◦C. Temperature played a key role in enhancing the optical properties of ZnS films 
making it useable as window layer for solar cell. The p-type Cu2SnS3 (CTS) absorber layer of the cell is grown at 
optimized substrate temperature (500 ◦C) and with optimized Cu and Sn composition. Finally, solar cell is 
fabricated with these optimized p and n layers and have the structure of glass/FTO/Cu2SnS3/ZnS/Ag with Voc =

685 mV, JSC = 1.8 mA/cm2, fill factor = 39% and solar efficiency = 0.5%. A detailed discussion is given in 
overcoming the intricacies involved in the cell and improving the efficiency.   

1. Introduction 

Zinc sulfide (ZnS) is a wide bandgap n type semiconductor material 
which is extensively used for optoelectronics applications such as win
dow layer for solar cell applications, light emitting diode (LED), flat 
panel display, and lasers [1–4]. ZnS is found in two crystal form: α 
structure (wurtzite) and β structure (cubic) [5]. Cubic phase of the ZnS is 
steady at low temperature whereas Wurtzite structure is formed at high 
temperature (1296 K). Generally, cubic structure of ZnS is used as 
window layer of solar cells. CdS is also another window layer which is 
mostly used for thin film solar cell application in CdTe or CuInSe2 het
erojunction solar cells [6,7]. But there are several disadvantages using 
CdS as buffer or window layer. Firstly, cadmium is a toxic element. Due 
to its toxicity, it cannot be used as a buffer layer in large production for 
manufacture solar cell. Secondly, compare to ZnS, it has lower band gap. 
Due to these, the researchers are motivated to develop ZnS as window 
layer which is nontoxic and earth abundant. The wide bandgap also 
improve light transmission in the blue wavelength region of the elec
tromagnetic spectrum which results in the improvement of short circuit 
current in solar cell [8]. ZnS can be used as a anti reflection coating of 
solar cell as it has s large refractive index of 2.35 [9]. Lattice structure of 

ZnS matches well with I2-IV-VI3 group of semiconductor materials 
which forms the absorber layer of solar cell [10]. Performance of solar 
cell depends on the properties of the absorber layer. The absorber ma
terial needs to have high carrier concentration, low resistivity, good 
optical property such as high absorption coefficient and direct bandgap. 
In this work, ternary semiconductor Cu2SnS3 (CTS) is selected as a 
p-type absorber layer for fabrication of cell. The p-type layer is prepared 
by optimizing the substrate temperature, Cu and Sn concentration as 
described in our earlier publications [11–13]. This was carried out to 
obtain optimal band gap value of 1.35 eV along with high carrier con
centration and absorption coefficient which is suitable for solar cell 
fabrication. 

Various methods are used to grow ZnS films such as sputtering, 
thermal evaporation, pulsed laser deposition, chemical spray pyrolysis, 
electrodeposition and chemical bath deposition [6,7,14–19]. Amongst 
these, one of the popular methods is chemical spray pyrolysis, used 
extensively for synthesis of thin film. The merits of this method are lesser 
time requirement for preparation of one sample, cost effective for large 
scale deposition which is important criteria for mass scale production. 
The spray method is not only useful for thin film solar cell, even it is used 
for fabrication of die synthesized, polymer and quantum dot solar cells 
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[20]. 
Many researchers have used chemical spray pyrolysis (pneumatic) 

techniques for synthesis of ZnS films [21–24]. Zeng et al. deposited the 
thin film at very low substrate temperature (~310 ◦C) using thio
acetamide precursor as a sulphur source and formed the wurtzite 
structure of ZnS film. S. Serkis Yesilkaya et al. found the decrease in 
resistivity with the addition of Na doping. Performance of solar cell also 
improved with Na doping in the film. K. Ben Bacha et al. carried out 
annealing under N2/S ambience and studied the crystal structural, sur
face and optical properties of the film. Lopez et al. reported the high 
grain size, uniform surface and high transmittance when films are pre
pared using Zn(O2CCH3)2(H2O)2 precursor. Heterojunction solar cell 
has also been fabricated using Cu(In,Ga)Se2 (p-type) and ZnS (n-type) 
layer and solar efficiencies of 18.6%, 18% and 14.18% could be ach
ieved [5,25,26]. CuInS2/ZnS/ZnO structures had 7.8% efficiency, while 
Cu2ZnSnS4/ZnS structures had obtained 8.4% efficiency [1,27,28]. 

Here, indigenously developed ultrasonic spray pyrolysis (USP) set up 
is employed for the synthesis of ZnS thin films [29]. The ultrasonic 
frequency generates aerosols which are used to be deposited on the 
preheated substrate and no carrier gas is used here when compared with 
conventional spray technique. Narrow size distribution, homogeneity of 
films, high deposition rate are advantages of USP method and it also has 
gas flow rate independent of aerosol flow rate [30–32]. ZnS films pre
pared by this technique with different substrate temperatures are stud
ied for improving the optical properties. After ensuring the quality of the 
optimized film through various characterization techniques, it is finally 
used to fabricate the heterojunction solar cell with CTS as absorber 
layer. 

2. Experimental details 

2.1. Deposition of ZnS 

USP method is used for preparation of zinc sulphide films on glass 
substrates and substrate temperature is varied from 350 ◦C to 500 ◦C. 
ZnCl2 and SC(NH2)2 are used as precursor materials which are pur
chased from sigma-Aldrich. In order to prepare ZnS solution, measured 
quantity of 0.1 M ZnCl2 and 0.1 M SC(NH2)2 are mixed in deionized 
water. 30 ml of the solution is placed in ultrasonic nebulizer which is 
vibrated at a frequency of 1.7 MHz. At this high frequency, the solution 
is turned in the form of a mist which is sprayed at 2 ml/min through a 
nozzle and decomposed on the preheated glass substrate to form the ZnS 
thin film. Gap between substrate and spray nozzle is maintained at 3 cm. 
Once deposition is complete, films are kept at deposition temperature 
for another 30 min to complete the annealing process and after that they 
are eventually made to return to room temperature. Throughout the 
experiment, all spray parameters are kept constant. ZT350, ZT400, 
ZT450, and ZT500 are the samples prepared with different substrate 
temperatures (Ts) ranging from 350 ◦C to 500 ◦C in 50 ◦C increment. 

2.2. Cu2SnS3/ZnS thin film solar cell fabrication 

CTS films has been prepared using the same USP method and 
detailed optimization of this layer is given elsewhere [11–13]. The 
structure of Cu2SnS3/ZnS cell is shown in the schematic diagram of 
Fig. 1. It consists of conducting material which acts as a bottom elec
trode, n type semiconductor ZnS (buffer layer), p type semiconductor 
CTS (absorber layer) along with top electrodes. As a bottom electrode, 
FTO coated glass is used with a surface resistance of 8–12 Ω/sq and 
having transmission greater than 85%. Ultrasonic spray pyrolysis is used 
to deposit the CTS thin film on top of the FTO substrate. The deposition 
of optimized CTS film is carried out at a deposition temperature of 
500 ◦C with CuCl2. H2O of 0.025 M, SnCl2. 2H2O of 0.01 M and SC 
(NH2)2 of 0.25 M in 60 ml solvent. Thickness of the CTS layer is 
approximately ~650 nm. ZnS thin film is deposited on top of CTS film. 

The incident solar radiation should travel shorter path and enter the 

p-n junction, creating more electron and hole pairs. Silver is used as top 
electrode for the cell. The electrodes are deposited on FTO/CTS/ZnS 
structure using the thermal evaporation technique. Fig. 2 shows the 
schematic diagram of the fabrication process of CTS/ZnS heterojunction 
solar cell. 

2.3. Instrument used for characterization 

High resolution XRD instrument (Bruker D8) is used for measure
ment of X-ray diffraction pattern. It is operated at a tube voltage in the 
range of 20–40 kV and tube current in the range of 2–40 mA. Wave
length of radiation source used is 1.5405 Å and a moving scintillation 
counter is used as detector. Scanning Electron Microscopy (SEM) and 
Energy Dispersive X-ray Analysis (EDX) of the films are measured using 
ZEISS Ultra 55 FE-SEM instrument. UV-VIS spectrophotometer (SPE
CORD S600 UV-VIS) records the absorption and transmittance spectra 
from 300 to 1100 nm. The HMS-3000 Hall measurement system having 
current range of 1nA-20mA and magnetic flux density of 0.5T is used for 
measuring the electrical properties of ZnS thin films. Fig. 3 shows the 
USP system setup which is utilized for preparation of thin film layer 
(both n-type and p-type). 

3. Results and discussion 

The crystalline structures of the ZnS films grown at different sub
strate temperatures is analyzed by X-ray diffraction method. The 
diffraction spectrum is exhibited in Fig. 4. All films are found to be of 
zinc blende cubic structure and prominent peak at 28.45⁰ corresponds to 
the (111) plane. Other two weak peaks are observed at 46.72⁰ and 
56.43⁰ which corresponds to (220) and (311) plane of ZnS cubic struc
ture (JCPDS card number 05–0566) respectively. There are no addi
tional peaks observed in XRD data. The presence of broad peaks from the 
image can be attributed to the smaller grain size of the ZnS films. With 
the increase of substrate temperature, crystallinity of as-deposited films 
improves slightly. Based on XRD data, lattice parameter value is 
measured to be 5.38 Å. The lattice constant measured is close to stan
dard data of JCPDS card No. 05–0566. 

Bandgap and elemental composition value of ZnS film are summa
rized in Table 1. The overall composition of the films is measured by 
using EDX analysis. For lower substrate temperature, films were slightly 
zinc rich resulting in higher Zn/S ratio. With the increase in the substrate 
temperature, Zn/S ratio reached to nearly one resulting in stochiometric 
films. Sample ZT450 is found to be stoichiometric. It can be concluded 
that composition of films depends on substrate temperature. Sulphur 
concentration drastically decreases at a substrate temperature 500 ◦C 
which is due to the volatile nature of the sulphur. 

Fig. 5 displays the morphology of ZnS film using SEM. Films 
deposited at 350 ◦C had irregular shape with non-uniform distribution of 
grains. When temperature is more than 350 ◦C, morphology of films 
changed from irregular to spherical structure. The surface morphology 
of the ZnS film prepared at Ts = 450 ◦C is relatively more uniform, 
homogenous, and denser. The sample does not contain cracks or pin 

Fig. 1. Structure of Cu2SnS3/ZnS heterojunction solar cell.  
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holes. 
Properties of the material like transmittance and bandgaps are 

important parameters for solar cell application. A good solar cell win
dow must transmit most of the solar radiation. Hence, the transmittance 
spectra is measured for the films in the wavelength range from 300 to 
1100 nm, which is shown in Fig. 6. The films prepared at higher sub
strate temperature are found to have more transmittance. For all the 
films, the transmittance is also seen to increase with increase in wave
length and the transmittance of ZT450 film is found to reach 88% at near 
infrared wavelength of 1000 nm. However, at such higher wavelength, 
the transmittance of the film prepared at the substrate temperature of 
500 ◦C is found to be much lower than ZT450. The drop in transmittance 
is due to higher Zn concentration as zinc rich films exhibits higher 
reflectance. Similar results are reported for growth of ZnS films using 
chemical bath deposition techniques [10]. 

Fig. 7 shows the plot of band gap of the ZnS films at different tem
peratures. Here, X axis represents the photon energy (hν) and Y axis 

denotes the value of (αhν)2, where α value indicates the absorbance 
coefficient of material. From the Tauc equation, bandgap of ZnS films is 
measured [33]. 

αhυ=K(hυ − Eg)
n (1)  

where K is a proportionality constant, n = 1/2 for direct bandgap 
semiconductor and Eg is the energy band gap calculated by extrapo
lating the linear region of the graph on to X-axis. For all the films, the 
bandgap is found between 3.56 eV and 3.42 eV. From Fig. 7, it can be 
seen that band gap tend to decrease with the increase in substrate 
temperature. There are many reasons associated with band gap varia
tion. Many researchers suggest that morphology of the films (nano
structure to microstructure), defects, strain and doping into the films 
and particle confinement are the main reasons for the change in band 
gaps [34]. It may be possible that some defects are present in our films 
which may also have affected the bandgap. Chemical bath deposited 
films also showed the same behavior of decreasing band gap [35]. 

Fig. 2. Fabrication process of CTS/ZnS heterojunction solar cell.  

Fig. 3. Schematic diagram of automated ultrasonic spray setup.  
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Hall measurement is performed to measure the different electrical 
parameter values of ZnS films. Table 2 shows the electrical properties of 
ZnS thin films at different substrate temperature measured using Hall 
method. All films are found to be n-type semiconductor, an essential 

requirement for forming the p-n junction. It is observed that there is no 
significant change in the carrier concentration and mobility of prepared 
ZnS thin films. The ZnS film resistivity is found to be in the order of 106 

to 105 Ω-cm. As substrate temperature is increased, there is a reduction 
in resistivity, which may be due to improvement of crystallinity of the 
film. Reduced resistivity can also be attributed to an increase in grain 
size, which contributes to a decrease in the scattering at the grain 
boundaries. 

Based on the above study, it is found that ZnS film prepared at 450 ◦C 
exhibits the optimal features such as high crystallinity, suitable band gap 
and high optical transmittance, which can be utilized as n-type semi
conductor in solar cell. Thus, the thin film solar cell is prepared using p- 
type Cu2SnS3 and n-type ZnS (ZT450) layer. The J-V characteristic of the 
Cu2SnS3/ZnS solar cell under the dark and AM1.5 illumination is 
showed in Fig. 8. The intensity of input light is set to 100 mW/cm2. 

Fig. 4. X-ray diffraction spectra of sprayed ZnS films at different temperature 
(a) ZT350 (b) ZT400 (c) ZT450 (d) ZT500. 

Table 1 
Elemental composition and bandgap of ZnS films.  

Sample name The atomic percentage of elements Bandgap(eV) 

Zn (%) S (%) 

ZT350 54.58 45.42 3.56 
ZT400 52.43 47.57 3.50 
ZT450 49.96 50.04 3.43 
ZT500 55.94 44.06 3.42  

Fig. 5. SEM images of ZnS films (a) ZT350 (b) ZT400 (c) ZT450 (d) ZT500.  

Fig. 6. Transmittance of ZnS films of different substrate temperature.  
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Under the illuminated condition, we obtain the short circuit current 
density (Jsc) of 1.8 mA/cm2, open circuit voltage (Voc) of 0.685 V, fill 
factor of 39% and series and shunt resistances to be of 100 Ω/cm2 and 
230 Ω/cm2 respectively. However, the efficiency of the solar cell is 
found to be 0.5% although having 88% high transmittance of ZnS buffer 
layer at 1000 nm wavelength. To investigate this matter, we have 
measured the transmittance spectra of the CTS film as shown in Fig. 9. 
Since, binary phase Cu2S is found in sample CTS4, so we have selected 
CTS3 (Cu concentration 0.025 M) as the absorber layer of this solar cell 
and detailed study is presented elsewhere [12]. Very low transmittance 
varying from 0 to 5% could be seen in the entire spectra, which justifies 
better absorbance in this layer. Thus, other factors are responsible for 
reduction in efficiency such as p-n junction interface which introduces 
surface states and impurity related traps or defects. Rough and 

Fig. 7. Bandgap of ZnS films (a) ZT350 (b) ZT400 (c) ZT450 (d) ZT500.  

Table 2 
Electrical properties of ZnS thin films at different substrate temperature.  

Sample 
name 

Type of 
conductivity 

Resistivity 
(Ω cm) 

Carrier 
Concentration 
(ions/cm3) 

Mobility 
(cm2/V.s) 

ZT350 n 1.45 × 106 2.37 × 1012 1.82 
ZT400 n 2.94 × 105 6.13 × 1012 3.47 
ZT450 n 1.85 × 105 7.93 × 1012 4.21 
ZT500 n 1.12 × 105 8.56 × 1012 6.52  

Fig. 8. J-V characteristics of Cu2SnS3/ZnS heterojunction solar cell.  Fig. 9. Transmission spectra of Cu2SnS3.  
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non-uniform interface in the p-n junction and the impurities in the 
sample act as recombination centers which trap the generated electrons 
and lowers the efficiency. Post-growth thermal annealing is a 
well-known method to reduce these traps and improve the optical and 
electrical properties in nanostructure materials like quantum dots [36, 
37]. Usage of ultrahigh purity starting materials has also been found to 
improve the quality of the compound semiconductors required for de
vice fabrication [38,39]. Thus, research needs to be focused more in 
optimizing the annealing temperature and purity of the starting material 
of these thin films, which can pave the way in improving the perfor
mance of cost-effective solar cells. 

4. Conclusions 

N-type semiconductor (ZnS) thin film materials are prepared by USP 
method with temperature variation of the substrate from 350 to 500 ◦C 
in steps of 50 ◦C. The bandgap of the films also tend to decrease with 
increase in substrate temperature and the resistivity also reduced from 
106 to 105 Ω-cm. XRD studies showed that the crystalline nature of the 
films exhibiting zinc blende cubic structure and orientation along (111) 
plane. From SEM images, the film ZT450 (prepared at substrate tem
perature of 450 ◦C) is found to be homogeneous, uniform, dense and 
void free. At 450 ◦C substrate temperature with 1:1 ratio of Zn/S, we 
obtained a very high transmittance reaching to 88% at 1000 nm 
wavelength. Thus, by analyzing the structural and optical properties, we 
found ZT450 to be a suitable material as window layer and used the 
same as a buffer layer for fabrication of Cu2SnS3/ZnS solar cell. Device 
parameters like Jsc, Voc, FF and efficiency are determined from the J-V 
curve. However, the efficiency of the solar cell is found to be 0.5%. It is 
presumed that post growth thermal annealing and use of ultrahigh pu
rity starting materials could be effective in reducing the interface traps 
and improving the efficiency of this low cost and indigenously fabricated 
solar cell. 
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A B S T R A C T   

In this work, we present the fabrication of heterojunction Cu2SnS3/ZnS photovoltaic cell using indigenously 
developed cost-effective ultrasonic spray pyrolysis method. Substrate temperature of as-prepared films have been 
varied from 350 ◦C to 500 ◦C. Temperature played a key role in enhancing the optical properties of ZnS films 
making it useable as window layer for solar cell. The p-type Cu2SnS3 (CTS) absorber layer of the cell is grown at 
optimized substrate temperature (500 ◦C) and with optimized Cu and Sn composition. Finally, solar cell is 
fabricated with these optimized p and n layers and have the structure of glass/FTO/Cu2SnS3/ZnS/Ag with Voc =

685 mV, JSC = 1.8 mA/cm2, fill factor = 39% and solar efficiency = 0.5%. A detailed discussion is given in 
overcoming the intricacies involved in the cell and improving the efficiency.   

1. Introduction 

Zinc sulfide (ZnS) is a wide bandgap n type semiconductor material 
which is extensively used for optoelectronics applications such as win
dow layer for solar cell applications, light emitting diode (LED), flat 
panel display, and lasers [1–4]. ZnS is found in two crystal form: α 
structure (wurtzite) and β structure (cubic) [5]. Cubic phase of the ZnS is 
steady at low temperature whereas Wurtzite structure is formed at high 
temperature (1296 K). Generally, cubic structure of ZnS is used as 
window layer of solar cells. CdS is also another window layer which is 
mostly used for thin film solar cell application in CdTe or CuInSe2 het
erojunction solar cells [6,7]. But there are several disadvantages using 
CdS as buffer or window layer. Firstly, cadmium is a toxic element. Due 
to its toxicity, it cannot be used as a buffer layer in large production for 
manufacture solar cell. Secondly, compare to ZnS, it has lower band gap. 
Due to these, the researchers are motivated to develop ZnS as window 
layer which is nontoxic and earth abundant. The wide bandgap also 
improve light transmission in the blue wavelength region of the elec
tromagnetic spectrum which results in the improvement of short circuit 
current in solar cell [8]. ZnS can be used as a anti reflection coating of 
solar cell as it has s large refractive index of 2.35 [9]. Lattice structure of 

ZnS matches well with I2-IV-VI3 group of semiconductor materials 
which forms the absorber layer of solar cell [10]. Performance of solar 
cell depends on the properties of the absorber layer. The absorber ma
terial needs to have high carrier concentration, low resistivity, good 
optical property such as high absorption coefficient and direct bandgap. 
In this work, ternary semiconductor Cu2SnS3 (CTS) is selected as a 
p-type absorber layer for fabrication of cell. The p-type layer is prepared 
by optimizing the substrate temperature, Cu and Sn concentration as 
described in our earlier publications [11–13]. This was carried out to 
obtain optimal band gap value of 1.35 eV along with high carrier con
centration and absorption coefficient which is suitable for solar cell 
fabrication. 

Various methods are used to grow ZnS films such as sputtering, 
thermal evaporation, pulsed laser deposition, chemical spray pyrolysis, 
electrodeposition and chemical bath deposition [6,7,14–19]. Amongst 
these, one of the popular methods is chemical spray pyrolysis, used 
extensively for synthesis of thin film. The merits of this method are lesser 
time requirement for preparation of one sample, cost effective for large 
scale deposition which is important criteria for mass scale production. 
The spray method is not only useful for thin film solar cell, even it is used 
for fabrication of die synthesized, polymer and quantum dot solar cells 
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[20]. 
Many researchers have used chemical spray pyrolysis (pneumatic) 

techniques for synthesis of ZnS films [21–24]. Zeng et al. deposited the 
thin film at very low substrate temperature (~310 ◦C) using thio
acetamide precursor as a sulphur source and formed the wurtzite 
structure of ZnS film. S. Serkis Yesilkaya et al. found the decrease in 
resistivity with the addition of Na doping. Performance of solar cell also 
improved with Na doping in the film. K. Ben Bacha et al. carried out 
annealing under N2/S ambience and studied the crystal structural, sur
face and optical properties of the film. Lopez et al. reported the high 
grain size, uniform surface and high transmittance when films are pre
pared using Zn(O2CCH3)2(H2O)2 precursor. Heterojunction solar cell 
has also been fabricated using Cu(In,Ga)Se2 (p-type) and ZnS (n-type) 
layer and solar efficiencies of 18.6%, 18% and 14.18% could be ach
ieved [5,25,26]. CuInS2/ZnS/ZnO structures had 7.8% efficiency, while 
Cu2ZnSnS4/ZnS structures had obtained 8.4% efficiency [1,27,28]. 

Here, indigenously developed ultrasonic spray pyrolysis (USP) set up 
is employed for the synthesis of ZnS thin films [29]. The ultrasonic 
frequency generates aerosols which are used to be deposited on the 
preheated substrate and no carrier gas is used here when compared with 
conventional spray technique. Narrow size distribution, homogeneity of 
films, high deposition rate are advantages of USP method and it also has 
gas flow rate independent of aerosol flow rate [30–32]. ZnS films pre
pared by this technique with different substrate temperatures are stud
ied for improving the optical properties. After ensuring the quality of the 
optimized film through various characterization techniques, it is finally 
used to fabricate the heterojunction solar cell with CTS as absorber 
layer. 

2. Experimental details 

2.1. Deposition of ZnS 

USP method is used for preparation of zinc sulphide films on glass 
substrates and substrate temperature is varied from 350 ◦C to 500 ◦C. 
ZnCl2 and SC(NH2)2 are used as precursor materials which are pur
chased from sigma-Aldrich. In order to prepare ZnS solution, measured 
quantity of 0.1 M ZnCl2 and 0.1 M SC(NH2)2 are mixed in deionized 
water. 30 ml of the solution is placed in ultrasonic nebulizer which is 
vibrated at a frequency of 1.7 MHz. At this high frequency, the solution 
is turned in the form of a mist which is sprayed at 2 ml/min through a 
nozzle and decomposed on the preheated glass substrate to form the ZnS 
thin film. Gap between substrate and spray nozzle is maintained at 3 cm. 
Once deposition is complete, films are kept at deposition temperature 
for another 30 min to complete the annealing process and after that they 
are eventually made to return to room temperature. Throughout the 
experiment, all spray parameters are kept constant. ZT350, ZT400, 
ZT450, and ZT500 are the samples prepared with different substrate 
temperatures (Ts) ranging from 350 ◦C to 500 ◦C in 50 ◦C increment. 

2.2. Cu2SnS3/ZnS thin film solar cell fabrication 

CTS films has been prepared using the same USP method and 
detailed optimization of this layer is given elsewhere [11–13]. The 
structure of Cu2SnS3/ZnS cell is shown in the schematic diagram of 
Fig. 1. It consists of conducting material which acts as a bottom elec
trode, n type semiconductor ZnS (buffer layer), p type semiconductor 
CTS (absorber layer) along with top electrodes. As a bottom electrode, 
FTO coated glass is used with a surface resistance of 8–12 Ω/sq and 
having transmission greater than 85%. Ultrasonic spray pyrolysis is used 
to deposit the CTS thin film on top of the FTO substrate. The deposition 
of optimized CTS film is carried out at a deposition temperature of 
500 ◦C with CuCl2. H2O of 0.025 M, SnCl2. 2H2O of 0.01 M and SC 
(NH2)2 of 0.25 M in 60 ml solvent. Thickness of the CTS layer is 
approximately ~650 nm. ZnS thin film is deposited on top of CTS film. 

The incident solar radiation should travel shorter path and enter the 

p-n junction, creating more electron and hole pairs. Silver is used as top 
electrode for the cell. The electrodes are deposited on FTO/CTS/ZnS 
structure using the thermal evaporation technique. Fig. 2 shows the 
schematic diagram of the fabrication process of CTS/ZnS heterojunction 
solar cell. 

2.3. Instrument used for characterization 

High resolution XRD instrument (Bruker D8) is used for measure
ment of X-ray diffraction pattern. It is operated at a tube voltage in the 
range of 20–40 kV and tube current in the range of 2–40 mA. Wave
length of radiation source used is 1.5405 Å and a moving scintillation 
counter is used as detector. Scanning Electron Microscopy (SEM) and 
Energy Dispersive X-ray Analysis (EDX) of the films are measured using 
ZEISS Ultra 55 FE-SEM instrument. UV-VIS spectrophotometer (SPE
CORD S600 UV-VIS) records the absorption and transmittance spectra 
from 300 to 1100 nm. The HMS-3000 Hall measurement system having 
current range of 1nA-20mA and magnetic flux density of 0.5T is used for 
measuring the electrical properties of ZnS thin films. Fig. 3 shows the 
USP system setup which is utilized for preparation of thin film layer 
(both n-type and p-type). 

3. Results and discussion 

The crystalline structures of the ZnS films grown at different sub
strate temperatures is analyzed by X-ray diffraction method. The 
diffraction spectrum is exhibited in Fig. 4. All films are found to be of 
zinc blende cubic structure and prominent peak at 28.45⁰ corresponds to 
the (111) plane. Other two weak peaks are observed at 46.72⁰ and 
56.43⁰ which corresponds to (220) and (311) plane of ZnS cubic struc
ture (JCPDS card number 05–0566) respectively. There are no addi
tional peaks observed in XRD data. The presence of broad peaks from the 
image can be attributed to the smaller grain size of the ZnS films. With 
the increase of substrate temperature, crystallinity of as-deposited films 
improves slightly. Based on XRD data, lattice parameter value is 
measured to be 5.38 Å. The lattice constant measured is close to stan
dard data of JCPDS card No. 05–0566. 

Bandgap and elemental composition value of ZnS film are summa
rized in Table 1. The overall composition of the films is measured by 
using EDX analysis. For lower substrate temperature, films were slightly 
zinc rich resulting in higher Zn/S ratio. With the increase in the substrate 
temperature, Zn/S ratio reached to nearly one resulting in stochiometric 
films. Sample ZT450 is found to be stoichiometric. It can be concluded 
that composition of films depends on substrate temperature. Sulphur 
concentration drastically decreases at a substrate temperature 500 ◦C 
which is due to the volatile nature of the sulphur. 

Fig. 5 displays the morphology of ZnS film using SEM. Films 
deposited at 350 ◦C had irregular shape with non-uniform distribution of 
grains. When temperature is more than 350 ◦C, morphology of films 
changed from irregular to spherical structure. The surface morphology 
of the ZnS film prepared at Ts = 450 ◦C is relatively more uniform, 
homogenous, and denser. The sample does not contain cracks or pin 

Fig. 1. Structure of Cu2SnS3/ZnS heterojunction solar cell.  
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holes. 
Properties of the material like transmittance and bandgaps are 

important parameters for solar cell application. A good solar cell win
dow must transmit most of the solar radiation. Hence, the transmittance 
spectra is measured for the films in the wavelength range from 300 to 
1100 nm, which is shown in Fig. 6. The films prepared at higher sub
strate temperature are found to have more transmittance. For all the 
films, the transmittance is also seen to increase with increase in wave
length and the transmittance of ZT450 film is found to reach 88% at near 
infrared wavelength of 1000 nm. However, at such higher wavelength, 
the transmittance of the film prepared at the substrate temperature of 
500 ◦C is found to be much lower than ZT450. The drop in transmittance 
is due to higher Zn concentration as zinc rich films exhibits higher 
reflectance. Similar results are reported for growth of ZnS films using 
chemical bath deposition techniques [10]. 

Fig. 7 shows the plot of band gap of the ZnS films at different tem
peratures. Here, X axis represents the photon energy (hν) and Y axis 

denotes the value of (αhν)2, where α value indicates the absorbance 
coefficient of material. From the Tauc equation, bandgap of ZnS films is 
measured [33]. 

αhυ=K(hυ − Eg)
n (1)  

where K is a proportionality constant, n = 1/2 for direct bandgap 
semiconductor and Eg is the energy band gap calculated by extrapo
lating the linear region of the graph on to X-axis. For all the films, the 
bandgap is found between 3.56 eV and 3.42 eV. From Fig. 7, it can be 
seen that band gap tend to decrease with the increase in substrate 
temperature. There are many reasons associated with band gap varia
tion. Many researchers suggest that morphology of the films (nano
structure to microstructure), defects, strain and doping into the films 
and particle confinement are the main reasons for the change in band 
gaps [34]. It may be possible that some defects are present in our films 
which may also have affected the bandgap. Chemical bath deposited 
films also showed the same behavior of decreasing band gap [35]. 

Fig. 2. Fabrication process of CTS/ZnS heterojunction solar cell.  

Fig. 3. Schematic diagram of automated ultrasonic spray setup.  
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Hall measurement is performed to measure the different electrical 
parameter values of ZnS films. Table 2 shows the electrical properties of 
ZnS thin films at different substrate temperature measured using Hall 
method. All films are found to be n-type semiconductor, an essential 

requirement for forming the p-n junction. It is observed that there is no 
significant change in the carrier concentration and mobility of prepared 
ZnS thin films. The ZnS film resistivity is found to be in the order of 106 

to 105 Ω-cm. As substrate temperature is increased, there is a reduction 
in resistivity, which may be due to improvement of crystallinity of the 
film. Reduced resistivity can also be attributed to an increase in grain 
size, which contributes to a decrease in the scattering at the grain 
boundaries. 

Based on the above study, it is found that ZnS film prepared at 450 ◦C 
exhibits the optimal features such as high crystallinity, suitable band gap 
and high optical transmittance, which can be utilized as n-type semi
conductor in solar cell. Thus, the thin film solar cell is prepared using p- 
type Cu2SnS3 and n-type ZnS (ZT450) layer. The J-V characteristic of the 
Cu2SnS3/ZnS solar cell under the dark and AM1.5 illumination is 
showed in Fig. 8. The intensity of input light is set to 100 mW/cm2. 

Fig. 4. X-ray diffraction spectra of sprayed ZnS films at different temperature 
(a) ZT350 (b) ZT400 (c) ZT450 (d) ZT500. 

Table 1 
Elemental composition and bandgap of ZnS films.  

Sample name The atomic percentage of elements Bandgap(eV) 

Zn (%) S (%) 

ZT350 54.58 45.42 3.56 
ZT400 52.43 47.57 3.50 
ZT450 49.96 50.04 3.43 
ZT500 55.94 44.06 3.42  

Fig. 5. SEM images of ZnS films (a) ZT350 (b) ZT400 (c) ZT450 (d) ZT500.  

Fig. 6. Transmittance of ZnS films of different substrate temperature.  
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Under the illuminated condition, we obtain the short circuit current 
density (Jsc) of 1.8 mA/cm2, open circuit voltage (Voc) of 0.685 V, fill 
factor of 39% and series and shunt resistances to be of 100 Ω/cm2 and 
230 Ω/cm2 respectively. However, the efficiency of the solar cell is 
found to be 0.5% although having 88% high transmittance of ZnS buffer 
layer at 1000 nm wavelength. To investigate this matter, we have 
measured the transmittance spectra of the CTS film as shown in Fig. 9. 
Since, binary phase Cu2S is found in sample CTS4, so we have selected 
CTS3 (Cu concentration 0.025 M) as the absorber layer of this solar cell 
and detailed study is presented elsewhere [12]. Very low transmittance 
varying from 0 to 5% could be seen in the entire spectra, which justifies 
better absorbance in this layer. Thus, other factors are responsible for 
reduction in efficiency such as p-n junction interface which introduces 
surface states and impurity related traps or defects. Rough and 

Fig. 7. Bandgap of ZnS films (a) ZT350 (b) ZT400 (c) ZT450 (d) ZT500.  

Table 2 
Electrical properties of ZnS thin films at different substrate temperature.  

Sample 
name 

Type of 
conductivity 

Resistivity 
(Ω cm) 

Carrier 
Concentration 
(ions/cm3) 

Mobility 
(cm2/V.s) 

ZT350 n 1.45 × 106 2.37 × 1012 1.82 
ZT400 n 2.94 × 105 6.13 × 1012 3.47 
ZT450 n 1.85 × 105 7.93 × 1012 4.21 
ZT500 n 1.12 × 105 8.56 × 1012 6.52  

Fig. 8. J-V characteristics of Cu2SnS3/ZnS heterojunction solar cell.  Fig. 9. Transmission spectra of Cu2SnS3.  
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non-uniform interface in the p-n junction and the impurities in the 
sample act as recombination centers which trap the generated electrons 
and lowers the efficiency. Post-growth thermal annealing is a 
well-known method to reduce these traps and improve the optical and 
electrical properties in nanostructure materials like quantum dots [36, 
37]. Usage of ultrahigh purity starting materials has also been found to 
improve the quality of the compound semiconductors required for de
vice fabrication [38,39]. Thus, research needs to be focused more in 
optimizing the annealing temperature and purity of the starting material 
of these thin films, which can pave the way in improving the perfor
mance of cost-effective solar cells. 

4. Conclusions 

N-type semiconductor (ZnS) thin film materials are prepared by USP 
method with temperature variation of the substrate from 350 to 500 ◦C 
in steps of 50 ◦C. The bandgap of the films also tend to decrease with 
increase in substrate temperature and the resistivity also reduced from 
106 to 105 Ω-cm. XRD studies showed that the crystalline nature of the 
films exhibiting zinc blende cubic structure and orientation along (111) 
plane. From SEM images, the film ZT450 (prepared at substrate tem
perature of 450 ◦C) is found to be homogeneous, uniform, dense and 
void free. At 450 ◦C substrate temperature with 1:1 ratio of Zn/S, we 
obtained a very high transmittance reaching to 88% at 1000 nm 
wavelength. Thus, by analyzing the structural and optical properties, we 
found ZT450 to be a suitable material as window layer and used the 
same as a buffer layer for fabrication of Cu2SnS3/ZnS solar cell. Device 
parameters like Jsc, Voc, FF and efficiency are determined from the J-V 
curve. However, the efficiency of the solar cell is found to be 0.5%. It is 
presumed that post growth thermal annealing and use of ultrahigh pu
rity starting materials could be effective in reducing the interface traps 
and improving the efficiency of this low cost and indigenously fabricated 
solar cell. 
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ABSTRACT: Many researchers have developed computer-assisted diagnostic (CAD) methods to diagnose breast can-
cer using histopathology microscopic images. These techniques help to improve the accuracy of biopsy diagnosis with 
hematoxylin and eosin-stained images. On the other hand, most CAD systems usually rely on inefficient and time-con-
suming manual feature extraction methods. Using a deep learning (DL) model with convolutional layers, we present a 
method to extract the most useful pictorial information for breast cancer classification. Breast biopsy images stained with 
hematoxylin and eosin can be categorized into four groups namely benign lesions, normal tissue, carcinoma in situ, and 
invasive carcinoma. To correctly classify different types of breast cancer, it is important to classify histopathological 
images accurately. The MobileNet architecture model is used to obtain high accuracy with less resource utilization. The 
proposed model is fast, inexpensive, and safe due to which it is suitable for the detection of breast cancer at an early 
stage. This lightweight deep neural network can be accelerated using field-programmable gate arrays for the detection of 
breast cancer. DL has been implemented to successfully classify breast cancer. The model uses categorical cross-entropy 
to learn to give the correct class a high probability and other classes a low probability. It is used in the classification stage 
of the convolutional neural network (CNN) after the clustering stage, thereby improving the performance of the proposed 
system. To measure training and validation accuracy, the model was trained on Google Colab for 280 epochs with a pow-
erful GPU with 2496 CUDA cores, 12 GB GDDR5 VRAM, and 12.6 GB RAM. Our results demonstrate that deep CNN 
with a chi-square test has improved the accuracy of histopathological image classification of breast cancer by greater than 
11% compared with other state-of-the-art methods.

KEY WORDS: CAD, breast cancer, CNN, hematoxylin and eosin, MobileNet, GPU

I. INTRODUCTION

According to the American Cancer Society, cancer is 
the second most common cause of death for women. 
In 2018, an estimated 627,000 women died from 
cancer, accounting for roughly 15% of total cancer 
deaths in women.1 The most essential techniques for 
preventing breast cancer fatalities are early identi-
fication2 and receiving cutting-edge cancer therapy. 
X-ray radiography, three-dimensional ultrasonogra-
phy, positron emission tomography, magnetic reso-
nance imaging, tomography, and breast temperature 
monitoring are all approaches for screening for 
breast cancer.3–7 Pathological diagnosis, on the other 
hand, is frequently viewed as a “golden standard.” 
The extracted tissues are frequently stained for bet-
ter observation and analysis, including hematoxylin 
and eosin (H&E) staining is the most common pro-
cedure. Hematoxylin paints the nuclei a dark purple 

color, while eosin dyes the cytoplasm, stroma, and 
other structures a pink color. However, even ex-
perienced pathologists find it difficult to analyze 
such images, resulting in inter and intra observer 
differences. Additionally, such analysis is time and 
resource consuming.8 The different kinds of breast 
tissue scan stained with H&E9 are shown in Fig. 1.

Normal, benign, carcinoma in situ (CIS), and in-
vasive ductal carcinoma (IDC) are the four forms of 
breast tissue.10 Benign tissue is a slight variation in 
the structure of the breast that is not cancerous and, 
in most situations, does not pose a health risk. CIS 
cancer is limited to the mammary duct lobule system 
and does not affect the rest of the body. In situ car-
cinoma can be treated if detected early enough. In-
vasive carcinoma, on the other hand, is a cancerous 
tumor that spreads to other organs. The most com-
mon11 method for detecting many cancer kinds is his-
topathological imaging. A histopathologist examines 
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the sections under an optical microscope to investi-
gate the tissues’ features and properties in histopatho-
logical research.12 Traditionally, the histopathologist 
observes tissue sections with his or her naked eyes, 
and the visual data is manually examined based on 
existing medical knowledge. This manual analysis 
can take a long time due to the intricacy and diversity 
of histopathological pictures. The accuracy rate of 
diagnostician’s manual classification of cancer kinds 
appears to be over 75%.13 The CAD has been devel-
oped to distinguish and detect cancer kinds to tackle 
this challenge. Furthermore, CAD relies on machine 
learning (ML) algorithms to categorize and identify 
breast cancer, which is based on histopathological 
image discriminatory features.14

Artificial intelligence (AI) technology is advanc-
ing fast in recent years. It has made significant ad-
vances in computer vision, image processing, and 

analysis. In addition, AI has the potential to improve 
histopathology analysis. Fortunately, advances in 
computer vision and ML may provide more reliable 
classification approaches for hematoxylin and eo-
sin-stained sections histological assessment. These 
approaches have a good classification rate for au-
tomatically classifying breast tissues into distinct 
categories. As a result, numerous researchers have 
created image examination procedures for breast can-
cer screening that are quick and exact. Their findings, 
however, fall far short of what is expected in clinical 
practice. As a result, the majority of investigators’ ef-
forts have gone into developing novel algorithms for 
histopathological image processing.15–17 Pathologists’ 
errors can be decreased to some extent, and their pro-
ductivity can be increased. Deep learning (DL) with 
convolutional neural network (CNN) has appeared as 
one of the most powerful ML technologies in image 

FIG. 1: Sample histopathology images obtained from ICIAR 2018 grand challenge (BACH). (A) Normal. (B) Be-
nign. (C) Invasive. (D) In situ.
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classification in recent years.18 According to new re-
search, CNN-based algorithms outperform the best 
classical ML approaches in terms of performance. In 
the field of histopathology, DL algorithms have been 
developed to improve diagnosis accuracy which is 
more accurate compared with trained pathologists for 
detection of breast cancer.19

Section II develops a comparative table of per-
formances of neural network algorithms on image 
datasets such as BreakHis, ICIAR BACH, and 
IMEDIATREAT. Based on the inferences from the 
literature survey, section III proposes a model to im-
prove the classification performance parameter. The 
architectural framework and other specifications of 
the model proposed are discussed in section IV. In 
section V, the summary of various CAD system de-
velopment with percentage accuracy is presented in 
more detail. Finally, a summary and future imple-
mentation are presented in section VI.

II. RELATED WORK

The state-of-the-art algorithms for breast cancer 
identification and related disciplines, such as feature 
extraction utilizing CAD systems and DL for breast 
cancer detection are briefly reviewed and discussed in 
this part. In many hospitals, CAD has quickly grown 
in recent years to support clinicians in detecting can-
cer patients faster and more accurately. CAD is uti-
lized to produce objective results and has aided in the 
diagnosis of medical images in general. The ability to 
discern between benign, normal, CIS, and malignant 
carcinoma is one of the most important CAD appli-
cations. ResNet50 and DenseNet121 deep CNN ap-
proaches for CAD tool development for breast cancer 
diagnosis were proposed by Yasin et al.20 The total 
number of parameters in ResNet50 and DenseNet121 
is insufficient to adequately cover the fine detail of 
400 images. Only 82 patients were used to create the 
BreakHis dataset, resulting in a high level of data 
variability. Erfankhah et al.22 proposed a local bi-
nary pattern (LBP) model with SVM classifier. IDC 
dataset’s main limitations may be related to its small 
patch size (50 × 50) and binary classification.

Gour et al.24 proposed a 152-layered CNN based 
on residual learning. In spite of the high perfor-
mance of ResHist in detecting breast cancer, it must 

be validated on a larger dataset before it can be used 
in healthcare. Hu et al.25 proposed the myResNet-34, 
a residual learning-based convolutional neural net-
work. It is required to analyse the myResNet-34 
with pre-training on ImageNet and investigate the 
outcomes of the proposed framework on various 
datasets, based on the effectiveness of transfer learn-
ing reported in recent papers. Yang et al.29 suggested 
a multiscale network ensemble (EMS-Net) which is 
used to find and use the most discriminative areas 
in each microscope image. Table 1 describes the 
summary of different techniques proposed by vari-
ous authors for the detection of breast cancer using 
BreakHis and IMEDIATREAT dataset.

Table 2 describes the summary of different tech-
niques proposed by various authors for the identifi-
cation of breast cancer using the BACH dataset. The 
uniqueness of this study consists in the development 
of a cost-effective CAD system based on feature ex-
traction and classification utilizing DL approaches 
to differentiate between normal and abnormal breast 
cancer lesions.

The BACH challenge dataset was used to exam-
ine this CAD system. Multiple articles in the liter-
ature have used DCNNs to categorize breast cancer 
as part of their CAD systems,20–30 but the accuracy of 
83–96% was insufficient for a dependable and pow-
erful CAD system. Furthermore, they did not look at 
ways to lower the CAD system’s computing costs. 
To address these flaws, this research proposes a rev-
olutionary CAD method for developing low-cost 
deep neural networks, which enhances the CAD 
system’s accuracy. In medicine, images are vital31 to 
improve the processes to treat patients in addition to 
helping doctors perform better diagnostics.

As per our knowledge, no paper is found related 
to the implementation of an efficient lightweight 
DCNN algorithm for the detection of breast cancer, 
and most existing development is related to other 
DCNNs such as ResNet, AlexNet, VggNet, and 
EMS-Net as discussed in the literature survey of 
state-of-the-art methods.

III. RESEARCH METHODOLOGY

The outline of the proposed work is shown in Fig. 
2. In the data preprocessing steps such as data 
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augmentation and normalization techniques were 
used to increase the number of samples and model 
accuracy by removing image staining. The term 
“data augmentation” denotes the process of adding 
comparable data to an existing dataset to strengthen 

the model. Normalization is a pre-processing pro-
cedure for preparing biopsy imaging slides that 
employ a staining approach to eliminate staining. 
Finally, we used different MobileNet models to find 
out model accuracy.

TABLE 1: Summary of different techniques proposed by various authors for the detection of breast cancer using the 
BreakHis34 and IMEDIATREAT35 datasets

Author Publisher, year Dataset Accuracy rate Limitations
Yari et 
al.20

IEEE 
Transaction, 
2020

Histopathology 
Image: BreakHis 
Dataset
Method: DCNN: 
ResNet50 and 
DenseNet121

CAD tool 
development for 
breast cancer 
detection with 98 
(100×) % accuracy

Another future scope could be to 
investigate the lower precision in 
the 400× image. The investigation 
of lower accuracy in the 400× 
image can be another future work.

Mansour 
et al.21

World Scientific 
Journal, 2020

Histopathology 
Image: BreakHis 
Dataset
Method: CNN: 
AlexNet-DNN

CAD tool 
development for 
breast cancer 
detection with 
96.20%

The proposed method can be 
examined with additional cutting-
edge GPUs such as Nvidia and 
others. To achieve a more time-
efficient method that produces the 
highest quality BC-CAD solution.

Erfankhah 
et al.22

IEEE Journal, 
2019

Histopathology 
Image: BreakHis 
Dataset 400×
Method: Local 
binary pattern (LBP) 
model with SVM 
classifier

CAD tool 
development for 
breast cancer 
detection with 
83.40%

The fundamental restriction of this 
dataset is the nature of its classes. 
Two test portions of the same tissue 
type (for example, fat tissue) may 
come from two distinct scans.

Lichtblau, 
et al.23

IEEE, 2019 Histopathology 
Image: 
IMEDIATREAT data 
set
Method: AlexNet 
model with various 
Classifier

CAD tool 
development for 
breast cancer 
detection with 87%

FTT+PCA makes a mistake by 
relying on the cumulative weight of 
the correct classifiers and assigning 
the proper FTT+PCA label 
where other classifiers may have 
performed better.

Gour et 
al.24

Wiley 
Publication, 
2020

Histopathology 
Image: BreakHis 
Dataset
Method: Residual 
learning-based CNN

CAD tool 
development for 
breast cancer 
detection with 
84.34% accuracy

The suggested approach has 
numerous advantages over hand-
crafted local feature descriptors; 
nonetheless, training the ResHist 
model requires enormous 
computational power and time 
when compared with feature 
descriptors.

Hu et al.25 Wiley 
Publication, 
2021

BreakHis 
dataset: Method: 
Convolutional neural 
network named 
myResNet-34

CAD tool 
development for 
breast cancer 
detection with 
94.03% accuracy

The classification accuracy may be 
improved by employing other DL-
based classifier models and better 
stain normalization approaches.
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TABLE 2: Summary of different techniques proposed by various authors for the identification of breast cancer 
using the BACH dataset

Author Publisher, year Dataset Accuracy rate Limitations
Aresta et 
al.26

Elsevier, 2019 Histopathology Image: 
ICIAR, 2018, BACH 
challenge dataset
Method: Convolutional 
neuronal networks

CAD tool 
development for 
breast cancer 
detection with 87% 
accuracy

The BACH dataset remains 
freely accessible to support 
additional developments in 
digital pathology for CAD 
system development. The 
accuracy obtained is less due 
to the CNN model trained 
without a transfer learning 
approach.

Kassani 
et al.27

IEEE ICTC, 2019 Histopathology Image: 
ICIAR, 2018, BACH 
challenge dataset
Method: Deep 
Convolutional Neural 
Network (DCNN)

CAD tool 
development for 
breast cancer 
detection with 
92.50% accuracy

The classification accuracy 
may be improved by 
employing a DL-based 
classifier model and 
better stain normalization 
approaches.

Kausar et 
al.28

Elsevier, 2019 Histopathology Image: 
ICIAR, 2018 and
BreakHis dataset
Method: Deep convolution 
neural network (CNN)

ICIAR: CAD 
tool development 
for breast cancer 
detection with 91% 
accuracy
BreakHis: 96.85% 
accuracy

The insufficient amount of 
accessible standard datasets 
lowers the refinement capacity 
of the deep CNN model.

Yang et 
al.29

Elsevier, 2019 Histopathology Image: 
ICIAR, 2018, BACH 
challenge dataset
Method: Ensemble of 
MultiScale Networks 
(EMS-Net)

CAD tool 
development for 
detection of breast 
cancer with 90% 
accuracy

The network is time-
consuming during training, 
it may be done offline. 
Introduce the new approach to 
locate and use the furthermost 
exclusionary areas in each 
microscope image.

Kumar et 
al.30

Cancer 
Management and 
Research, 2020

Histopathology Whole 
slide Images: ICIAR, 
2018, BACH challenge 
dataset
Method: k-means 
clustering algorithm

Normal Class: 
85.5% accuracy

The outcome can be 
enhanced, if there is a 
significant number and variety 
of labeled whole slide image 
sample datasets.

FIG. 2: Overview of the proposed model
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A. Dataset Description

A collection of 400 high-resolution histology im-
ages33 is included in this archive. The resolution of 
each image ranges from 2040 × 1536 pixels. This 
image is made of histology microscopic images 
stained with H&E that were used in the bio-imag-
ing breast histology categorization challenge 2018. 
There are four categories of image classes: benign, 
normal, in situ, and invasive. A diagnosis was pro-
duced from the contents of the image classes by two 
experienced pathologists. The bio-imaging chal-
lenge’s purpose is to conduct data categorization 
amongst distinct classes. The collection contains 
400 microscopic pictures, with 100 images each 
for benign, normal, invasive carcinoma, and carci-
noma in situ conditions. The tiny pictures are 2048 
× 1536 pixels and have an RGB color model with 
a .tiff format.

B. Data Pre-Processing

We pre-process the dataset which is collected in two 
steps such as normalization and data augmentation. 
Normalization is a pre-processing procedure for 
preparing biopsy imaging slides that employ a stain-
ing approach to eliminate staining as shown in Fig. 
3. A logarithmic13,14 transformation is used to con-
vert the high-resolution pictures to an optical den-
sity. The optical density tuples are then subjected to 
the singular value decomposition, and the result in 
color space transform is utilized to produce the odd 
biopsy picture. The histogram picture15 is then ex-
panded to encompass the lower 90% of the dataset. 
The picture samples before and after normalizing 
are shown in the diagram below. Computers don’t 
need to be stained; only pathologists need to dye 
histology pictures to distinguish between different 
regions of interest.

FIG. 3: Normalization of images (before vs. after): (A,C) before normalization of images; (B,D) after normalization 
of images
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The term “data augmentation” refers to the 
process of adding comparable data to an existing 
dataset to strengthen the model. In addition, the 
normalized pictures are used to build a dataset that 
is used to rotate the image in the process. A data 
augmentation strategy based on picture rotation 
and flipping is used to enhance15 the dataset with-
out impacting diagnostic or image quality to avoid 
underfitting owing to a small number of samples. 
The data is supplied into the CNN model once it 
has been normalized and enhanced. Once the model 
has learned the underlying attributes of these four 
classes, it will be able to predict images without la-
bels. Image Data Generator is a class in Keras that 

allows handlers to perform image augmentation in 
a very basic method.

For our deep neural network to train the model, 
the dataset, whatever it is utilized for, is extremely 
little. To avoid this, researchers employed several 
data augmentations on pre-processed histology pic-
tures, such as rotating the x- and y-axis, flipping and 
cropping the image, to construct a robust model and 
avoid overfitting issues. As illustrated in Fig. 4, data 
augmentation of the original image with respect to 
the axis has been performed.

To perform high-precision diagnostics, convo-
lutional neural networks require a large dataset size. 
One of the challenges in CNN is insufficient medical 

FIG. 4: Image augmentation (rotation about the axis). (A) Original image. (B) Data augmentation 1. (C) Data aug-
mentation 2. (D) Data augmentation 3.
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data set size, and the over-fitting problem which 
means CNN performed in terms of accuracy is high 
for the training dataset, but it performs less with 
the test dataset. Therefore, in the proposed system, 
the present study has used the data augmentation 
technique to solve the problems of data set size and 
over-fitting. In the data augmentation technique, the 
number of each microscopic image was increased 
by geometric transformations such as translation, 
scaling, rotation, and flipping.

IV. MODEL ARCHITECTURE

Convolutional Neural Networks are a family of 
deep, feed-forward artificial neural networks, most 
typically employed to evaluate visual data. CNNs 
employ a form of multilayer perceptron’s designed 
to need little preprocessing. In a convolutional neu-
ral network, each neuron is only linked with a few 
local neurons in the previous layer, and the weight 
is distributed for every neuron in that layer. Convo-
lutional neural networks are useful for image clas-
sification tasks because the convolution procedure 
generates information on spatially associated ele-
ments of the image.

With MobileNet, you are primarily going to use 
depth-wise discrete convolutions, which multiply a 
regular convolution by a depth-wise convolution as 

well as a 1 × 1 convolution can be called a pointwise 
convolution.8 As shown in Fig. 5, the convolutional 
neural network technique MobileNet 2.10ex is em-
ployed to implement the operation, which includes 
two layers, one of which performs depth-wise con-
volutions and another of which performs pointwise 
convolutions. The ReLu activation function is 
employed at the output of each neuron to prevent 
neuron loss. We can use depth-wise convolutional 
layers and a convolutional layer of 1 × 1 for com-
bining.19 After the first phase is completed, the next 
phase involves the extraction of a feature matrix that 
contains labeled data. Four hidden layers of the deep 
neural network analyze the feature data and classify 
the data into four different categories. Models with 
low latency such as MobileNet are ideal for systems 
and applications that require models to be small. 
The underlying architecture of MobileNet is tiny 
and has low latency, making it ideal for the needs of 
embedded vision and mobile applications. In order 
to improve the classification performance on a small 
dataset, it is required to incorporate a trained weight 
transfer model using ImageNet database as shown 
in Fig. 6.

The proposed convolutional neural network, 
MobileNet model, was used to classify four dif-
ferent classes of data for the detection of breast 
cancer. This method has included four steps such 

FIG. 5: MobileNet architecture8
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as data normalization, data augmentation, feature 
extraction, and classification as shown in Fig. 7. 
First, pre-treatment is necessary to remove noise 
from histology images, and normalization is done 
as a pre-processing procedure to eliminate staining 
from microscopic images. This step improves diag-
nostic performance. Second, the data augmentation 

technique is used to increase the amount of training 
data effectively. A data augmentation strategy based 
on picture rotation and flipping is used to enhance 
the dataset without impacting diagnostic or image 
quality to avoid underfitting owing to a small number 
of samples. Third, the augmented dataset is used to 
train the network on images of various multi-scales, 

FIG. 6: Trained weight transfer model using the ImageNet database

FIG. 7: Framework for histology image classification
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and then the deep features of the breast histology are 
extracted. In the feature extraction downsampling is 
performed using max-pooling at various stages to 
get feature vectors. Once the model has learned the 
underlying attributes of these four classes, it will be 
able to predict images without labels. In the pro-
posed system, the MobileNet model was used to ex-
tract deep features. Fourth, the deep features are fed 
into the fully connected layer, which classifies the 
microscopic images into four different classes.

All layers of MobileNet follow a batch-normal-
ization layer and include rectified linear unit (ReLu) 
nonlinearity except for the last fully connected layer, 
on which there is no nonlinearity. Additionally, there 
is the output dense layer for prediction with four dif-
ferent classes of data. The equation of rectified lin-
ear unit is given below,

	 R(Z) = max (0, Z)� (1)

where R(Z) is the activation function and Z denotes 
the input to a neuron.

This function value is set to 0 if it receives a 
negative input, and if it receives a positive value, 
the function will retain the same positive value. 
The softmax function is very essential for multiple 
classes which are more than two.

It converts real numbers to normalized proba-
bility distribution by taking the exponents of each 
output. Once that has been done, regularize each 
number by the sum of each exponent so that the en-
tire output vector adds up to one. At the last stage 
of an image classifier, a softmax function is used, 
such as those used in ImageNet competitions, such 
as CNN (VggNet).

	 ∑ =
=

P 1i
i

C

1

� (2)

The sum of all probabilities at the output of soft-
max equals to 1 and the number of output probabil-
ities varies from i = 1 to C, where C denotes total 
number of output probabilities of softmax function. 

Using the following equation, the softmax classifi-
cation result may be predicted with more confidence 
as one of several outcomes,

	 Confidence = maxiPi� (3)

where maxiPi is the maximum probability value at 
the output of softmax function.

The softmax function output is selected based 
on probability value which is higher compared with 
all others. The higher probability value is selected 
with more confidence to classify correct class of 
data in case of multiple classes to be classified.

	 Pi ≥ 0, Pi ≤ 1, where, i = 1,2,3,…….,C�

The output probability value of softmax function 
lies between the range 0 to 1 (Pi ≥ 0, Pi ≤ 1) as men-
tioned above. Softmax function converts all score 
values into normalized probability distribution,

	
∑

S(y ) = e
e

i

y

j
y

i

j
� (4)

where S(yi) is the softmax function for input real 
number yi, ∑ ej

yj is the sum of all the exponents of 
input data yi and it is a single number, eyi denotes 
exponent of input data yi.

Categorical cross-entropy loss is a loss function 
used in multiclass classification problems. A proba-
bility density function model is designed to measure 
how different two probability densities differ when 
an example relates only to one of several possible 
categories. Its formal purpose is to identify the dif-
ference between two probability densities. The cat-
egorical cross-entropy is used by the model to learn 
to assign a high probability to the right class and 
a low probability to the other categories. The error 
is calculated using cross-entropy and the equation 
below
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	 L = –∑ti log yi� (5)

where L denotes categorical cross-entropy loss, ti is 
the truth label and yi is the softmax probability for 
ith class. The aim is to minimize the loss, i.e., the 
smaller the loss the better the model. As an alter-
native to stochastic gradient descent, Adam can be 
used to iteratively update the weights of networks 
based on training data, instead of the traditional sto-
chastic gradient descent process. The Adam tech-
nique is a stochastic gradient descent replacement 
method for training DL models. Table 3 shows 
pseudo-code for data normalization and augmenta-
tion, mobileNet model creation, training and val-
idation of images, model evolution, and inferring 
the class of an image.

The notion of transfer learning is utilized 
throughout the model training process. Transfer 
learning in computer vision may be depicted using 
pre-trained models. Transfer learning models out-
perform typical ML models in terms of performance. 
This is because models that use information (fea-
tures, weights, etc.) from previously trained models 
already comprehend the features. It is speedier than 
training neural networks from the ground truth im-
ages. Thus, it is best to use models such as VggNet, 
Inception, and MobileNet to reduce the need for 
multiplication when training such models.

In this approach, a transfer learning method 
is used for classifying breast cancer histology im-
ages. The network has learned the deep features of 
the MobileNet architecture, which is pre-trained on 
ImageNet.

The ICIAR BACH dataset has been classified 
into benign, normal, in situ, and invasive. ImageNet 
pre-trained models were used for transfer learning 
to get better accuracy. One of the main challenges 

of employing DL models in the field of medicine is 
a lack of training data due to difficulty in collecting 
and labeling data, which needs to be performed by 
experts. To overcome this drawback, transfer learn-
ing (TL) has been utilized to solve several medi-
cal imaging tasks using pre-trained state-of-the-art 
models from the ImageNet dataset as shown in Fig. 
8. 

Figure 9 depicts steps involved to perform his-
topathology image classification for detection of 
breast cancer. Breast cancer histopathology image 
datasets used in the present work have been ob-
tained from https://iciar2018-challenge.grand-chal-
lenge.org/Dataset/. The resolution of each image 
ranges from 2040 × 1536 pixels. This image is made 
of histology microscopic images stained with H&E 
that were used in the bio-imaging breast histology 
categorization challenge 2018. There are four cat-
egories of image classes: benign, normal, in situ, 
and invasive. After collecting the dataset, it is re-
quired to pre-process the dataset in two steps, such 
as normalization and data augmentation, to remove 
staining from biopsy images and to increase the size 
of the dataset. To perform high-precision diagnos-
tics, convolutional neural networks require a large 
dataset size. In the data augmentation technique, the 
number of each microscopic image was increased 
by geometric transformations such as translation, 
scaling, rotation, and flipping. Image Data Gener-
ator is a class in Keras that allows handlers to per-
form image augmentation in a very basic method. 
In the proposed system, the MobileNet model was 
used to extract deep features. In the feature ex-
traction downsampling is done using max-pooling 
at various stages to get feature vectors. Finally, the 
deep features are fed into the fully connected layer, 
which classifies the microscopic images into four 
different classes. Four hidden layers of the deep 

TABLE 3: Overview of the results obtained through the process of model validation
Models Benign In Situ Invasive Normal Model accuracy

Model 2.00 10 10 4 12 75.0%
Model 2.10ex 10 11 7 10 79.2%
Model 1.40 10 11 10 11 87.5%
Model 1.40ex 11 11 7 6 72.9%
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neural network analyze the feature data and classify 
the data into four categories.

V. RESULTS AND ANALYSIS

The model was trained up to 280 epochs in to-
tal to achieve the best results feasible given the 

technological restrictions. An overview of the re-
sults obtained through the process of model valida-
tion with respect to different MobileNet models is 
depicted in Table 3.

For our tests, we utilized the Tensorflow back-
end and the Keras frameworks for neural - network 
development as well as dataset preparation. We 

FIG. 8: Transfer learning strategies.32 (a) Dataset size-similarity matrix; (b) Fine-tuning pre-trained models.
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divided the data into three groups, with 88% of the 
instances used for training and 12% utilized for test-
ing. The training period was set at 280 epochs with 

25 training steps each epoch. The overall graphical 
representation of model training and validation ac-
curacy is shown in Fig. 10.

FIG. 9: Flowchart depicting steps involved to perform histopathology image classification for detection of breast 
cancer

FIG. 10: Graphical overview of the results obtained over the process of the model validation. The x-axis denotes 
different MobileNet models and the y-axis represents model accuracy (RHS) and the number of correct classifications 
(LHS).
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Figure 11 shows the learning approach for the 
four classifiers in the BACH dataset with 400 tis-
sue pictures. The model’s accuracy improves with 
time as the epochs continue. In the meanwhile, we 
can identify some unexpected declines inaccuracy. 
This is mostly due to the learning rate, which is set 
at 0.0001. According to our data and the model’s 
properties, this learning rate seems to be rather high. 

Google Colab trained the model for 280 epochs 
using its powerful GPU with 2496 compute units, 
12.6 GB RAM, and 12 GB GDDR5 memory. The 
training and validation accuracy of the model can be 
plotted by the number of DL epochs applied once it 
has been trained. This depicts that they are moving 
extremely near to each other, with the distance be-
tween the two being as small as possible.

FIG. 11: Training and validation accuracy of different MobileNet models. The x-axis denotes the number of epochs 
corresponding to each model and the y-axis represents model accuracy in terms of percentage accuracy for MobleNet 
models. (A) Model 1.10; (B) model 1.11; (C) model 1.40; (D) model 1.40ex; (E) model 2.00; (F) model 2.10ex.
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Figure 12 shows the confusion matrix for the 
classification of histopathology images into normal, 
benign, in situ, and invasive by the number of mod-
els trained. The feature score can be computed using 
the chi-square test with degrees of freedom, k = 10 
for selecting the best 30 features out of 1024 features 
extracted using deep CNN as shown in Table 4. Fig-
ure 13 shows the learning approach for the four clas-
sifiers in the BACH dataset with 400 tissue pictures.

The scikit train, test and split technique is used 
to further separate features data (x data) and target 
data (y data) into train and test. The first 80% of the 
data was allocated to training, while the remaining 
20% was allocated to testing. Setting the test size 
option to 0.2 controls the train, test, and split frac-
tion. The data that is prepared can be fed to the ML 
model such as linear support vector classifier kernel 
to compute percentage accuracy. Similarly, the same 
steps are carried out to select the 39 best features out 
of 1024 features.

The graphical representation of the chi-square 
test score computed for the 30 best features to com-
pute percentage accuracy is shown in Fig. 14. The 
summary of CAD system development with per-
centage accuracy is presented in Table 5.

VI. CONCLUSIONS

The main contribution of this article is the cate-
gorization of four distinct classes of data using 

microscopic images as benign, normal, invasive, 
and in situ carcinoma. The ICIAR-BACH competi-
tion dataset was enhanced to make it more adaptable 
for convolutional neural networks. MobileNet’s 
deep CNN architecture is employed in the feature 
extraction step. This MobileNet has been trained to 
identify microscopic medical images, and its param-
eters have been modified to differentiate between 
four types of input. With multiple architectural ver-
sions developed and tested, we created a high-per-
formance design that has an estimated accuracy of 
87.5%.

As a result of its excellent accuracy, as well as 
its resource-efficient architecture, this version of 
MobileNet design has high potential. This low-cost 
model presents an intriguing prospect for indus-
try-related studies including breast cancer screen-
ing. In the future, we can use modern FPGA boards 
to build this lightweight deep neural network model. 
Other deep neural network architectures, such as 
the residual network (ResNet) and visual geometry 
group (VggNet) will be proposed in the future to an-
alyze performance parameters.

It is critical to correctly categorize histopatho-
logical pictures to correctly determine the kind of 
breast cancer. DL was used to effectively classify 
breast cancer. The categorical cross-entropy is used 
by the model to learn to assign a high probability 
to the right class and a low probability to the other 
classes. It is employed in the classification step of 

FIG. 12: Confusion matrix for the four classes normal, benign, invasive carcinoma, and in situ carcinoma. The x-axis 
denotes the predicted cell type corresponding to each class of data and the y-axis represents the actual cell type. (A) 
Model 1.40; (B) model 1.40 ex; (C) model 2.00.
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the CNN following the clustering stage, which im-
proves the performance of the suggested system. 
The suggested method made use of the Python pro-
gramming language, which enhanced classification 
accuracy while shortening the model’s processing 
time. To measure training and validation accuracy, 
the model was trained on Google Colab for 280 ep-
ochs with a powerful GPU with 2496 CUDA cores, 
12 GB GDDR5 VRAM, and 12.6 GB RAM. The 

feature score is computed using the chi-square test 
with degrees of freedom, k = 10 for selecting the 
best 30 features out of 1024 features extracted us-
ing deep CNN. The data that is prepared using the 
train_test_split technique is fed to the ML model 
such as linear support vector classifier kernel to 
compute percentage accuracy. Therefore, deep 
CNNs with chi-square tests have improved the his-
topathological image classification of breast cancer 

TABLE 4: Summary of the chi-square test score for the 30 best features to compute accuracy
Best feature Specs Score

630 630 719.05
798 798 712.83
371 371 697.30
533 533 665.06
183 183 645.84
175 175 612.44
669 669 594.89
830 830 590.01
48 48 589.36
20 20 574.84
210 210 558.34
777 777 551.21
836 836 541.32
949 949 540.86
530 530 522.40
758 758 515.41
540 540 513.50
121 121 511.61
712 712 499.24
914 914 494.21
198 198 493.98
330 330 493.71
806 806 485.31
574 574 481.13
682 682 472.58
282 282 469.01
802 802 467.02
888 888 466.09
877 877 453.98
335 335 442.52
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with an increase of 11.25% accuracy. The proposed 
system might be improved further by future studies 
utilizing a huge dataset of histopathology images in 

the CNN training process, and even by using huge 
feature extractions in CNN to build models that can 
further improve the proposed system. Furthermore, 

FIG. 13: Training and validation loss (red or bottom lines and yellow or top lines, respectively). The x-axis denotes 
the number of epochs and the y-axis represents model loss for MobileNet models. (A) Model 1.10; (B) model 1.11; 
(C) model 1.40; (D) model 1.40ex; (E) model 2.00; (F) model 2.10ex.
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more research is needed on the multi-level categori-
zation of breast cancer.
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Abstract - In recent years, the researcher has focused on the hardware implementation of Floating Point Units (FPUs), 

which have a huge area and energy footprint. Due to their greater accuracy, speed, and simpler hardware design, Posit 

Arithmetic Units (PAUs) are proposed to replace IEEE 754-2008 compliant FPUs. It is important to improve existing 

floating-point IP cores for field-programmable gate array (FPGA) based applications. In comparison with other floating-

point formats, posits number representation offers greater dynamic range and numerical accuracy. Various researchers 

attempted to implement a support vector machine (SVM) using hardware implemented on FPGA platforms to achieve high 

performance at lower power consumption and cost. As a result, the algorithm is unsuitable for embedded real-time 

applications. Therefore, SVM linear classifier is implemented on hardware, decreasing the latency and executing the task 

in real-time. This paper proposes an SVM linear classifier with pipeline architecture for fast processing in Verilog HDL 

using a single-precision IEEE standard 754 number format with 32-bit representation. The POSIT algorithm design is 

done with 24-bit representation using a software approach to determine the accuracy of prediction for the detection of 

Breast Cancer. The accuracy rate is computed both using software and hardware for performance evaluation. The 

pipelined SVM architecture is designed using Verilog HDL and synthesized using the Vivado simulation tool. The design is 

configured to the Xilinx KC705 Kintex-7 evaluation board for implementation.  

 
Keywords - Breast Cancer, FPGA, IEEE 754 format, SVM, Vivado tool, Verilog HDL. 
 
1. Introduction 

 Breast cancer seriously risks women's lives and health 
[1]. The illness is treatable in the early stages, but it is not 
recognized until later, which is the primary reason for the 
death of so many women worldwide. Breast cancer 
detection at an early stage is critical for successful 
treatment and lowering the mortality rate. In the United 
States, 12.15 percent of women [2] will develop this cancer 
during their lifetime. For the last two decades, machine-
learning researchers have been improving classifier 
effectiveness. As a result, machine-learning research has 
resulted in a new generation of cutting-edge supervised 
machine learning [29]  classification algorithms, such as 
SVMs. 
 

SVMs are considered a very good supervised learning 
algorithm that offers cutting-edge accuracy at the cost of 
high computational complications [4]. On the other hand, 
the standard versions of the SVM algorithm are very time-
consuming and computationally intensive, presenting a 
challenge to investigate other hardware architectures than 
the CPU. It motivates the SVM to be realized on hardware 
platforms to attain high-performance computation at low-
power consumption and cost.  
 

Posit has various benefits over floating point numbers, 
including greater accuracy, a wide dynamic range, the 
capacity to provide results that are bitwise equal across 
platforms, simpler hardware, and the capacity to manage 
exceptions more effectively [5]. Compared to IEEE float 
floating point units, posit processing units require less 
circuitry. It is more efficient to employ low-precision posits 
than inexact computing methods that attempt to 
compensate for decreased quality of answers [6]. A wide 
range of applications is accelerated and performed with a 
substantial performance by FPGAs, proving that they are 
superior to other comparable platforms, such as graphics 
processing units (GPUs) and general-purpose processors  
[25]. As a result, FPGAs have become increasingly popular 
for realizing and accelerating SVM on hardware for low-
power embedded system applications.  
 

Section 2 describes the literature review related to the 
identification of Breast cancer, SVM, IEEE 754 float, 
POSIT arithmetic, and FPGAs, which are necessary for 
understanding the suggested method for the identification 
of cervical cancer. Section 3 discusses the system 
architecture implementation with floating point multipliers 
and adder trees in more detail. Section 4 presents the 
proposed design simulation, synthesis, and implementation 

http://www.internationaljournalssrg.org/
http://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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in more detail. Finally, a brief conclusion and future 
implementation are presented in section 5. 
 
2. Related Work 

In real-time scenarios, Deep Neural Networks (DNNs) 
are increasingly constrained by real-time constraints, so 
information representation must be re-evaluated. Encoding 
information in a way that can be processed rapidly and 
represented in a hardware-friendly way is a very 
challenging endeavor. In recent studies, posit formats have 
been shown to satisfy real-time constraints better than IEEE 
754 standards for floating point representations of real 
numbers. According to Cococcioni et al. [8], Posit-based 
DNNs can be activated in the same way as 32-bit floats 
with 16-bit down to 10 bits. Despite their lower 
performance, 8-bit Posits could be a good substitute for 32-
bit floats due to their high speed and low storage properties. 
 

According to Van Dam et al. [9], there are 
approximately 160 MPOPS for multiplication, 250 MPOPS 
for addition, and 180 MPOPS for accumulations. As a 
result, intermediate results can be rounded off without 
affecting decimal accuracy. For the same number of bits, 
posit arithmetic gives higher decimal accuracy than the 
IEEE floating point format. Selvathi et al. [10] proposed 
integrating a computerized diagnostic system for breast 
cancer identification onto FPGA using Artificial Neural 

Network (ANN). The features of the WBCD are used to 
train and test the Multilayer Perceptron Neural Network 
(MLPNN). Baez et al. [11] proposed using Xilinx 
SDSoCTM to optimize the HLS methodology (Software-
Defined SoC (System on chip)). The multiclass SVM 
classifier algorithm is designed using C programming and 
implemented on ZC7020 (ZedBoard) and ZC7045 (ZC706) 
devices.  

 Mohammadi et al. [12] proposed hardware 
implementation of SVM with parallel processing using 
Stochastic Gradient Descent for implementation onto 
FPGA. Fiolhais et al. [26] proposed a fused dot product 
processor with exact operand arithmetic that can output an 
incomplete result per cycle. The processor employs a long 
interval accumulator with full fixed-point precision to 
achieve full accuracy. Bassoli et al. [14] investigated FPGA 
implementations of IEEE 754  floating-point adder and 
multiplier for fast data processing using a conventional 
approach and customizations to save the chip area. The 
binary parallel multiplier and adder, which is a digit-serial 
multiplier, were proposed by Louca et al. [15]. One of the 
most significant limitations of existing embedded FPGAs is 
their major hardware development effort and time-to-
market. 
 

 

Table 1. Summary of different methods for breast cancer detection with limitations for the WBCD dataset 

 
 

 

Author  Method Application Hardware Acc. Rate 
Area, 

Timing, 

and Power 
Limitations 

 T 
Chandrasekaran 
et al., 2021 [16]  

ANN based 
machine 
learning 
classifier 

Breast Cancer 
Detection 

Hardware-
Software Co-
design  
(CMOS-IC) 

ANN=96.9% ------- The limited dataset has 
been used for training. 
The ANN requires a huge 
volume of data for proper 
training.  

Selvathi, D et 
al. 2018 [17] 

ANN 
implementation 
using  FPGA 

Breast Cancer 
Classification 

FPGA Virtex 
5 board 
using 
XILINX ISE 
tool 

90.83% ------- limitation is  
optimization is not done, 
and no on-board 
Implementation 

Batista 
et al. 2020 [18]  

Pseudo-
logarithmic 
number 
representation 

Data 
classification 

FPGA ------- -------- Accuracy rate not 
computed 
Timing optimization not 
done 
Expensive multipliers 
with simpler adders 

González-
Díaz_Conti et 
al. 2022 [19]  

ANN Breast Cancer 
Detection 

Xilinx 
Vivado 
2016.1 
 FPGA 
Device: 
Zynq-7 
ZC702 

------- LUTs:2267 
Power:1.752 
W 
Timing: ----
-- 

Accuracy rate not 
computed  
Timing optimization is 
not done 
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SVM 
Classifier 
Algorithm 

Test 
Data  

Weight
s and 
Biases  

    FPGA 

Dataset 

Script.py 

Training 
data Test data 

Weights and  
biases 

Classified 
output 

Memory Bank 

 Numerous researchers [20]–[23] have contributed their 
work to implement the SVM machine learning algorithm, 
which is becoming increasingly popular in research due to 
the promising opportunities it provides in this field. Kim et 
al. [28] presented an IEEE 754 single precision 
multiplication method to cut down on the number of logic 
blocks. The suggested work estimates only one of the 
operands and iteratively compensates for the calculation 
error to attain limited errors in respective applications. 
 

Most authors proposed CAD system development for 
the detection of Breast cancer, and very few papers report 
FPGA implementation for the detection of various types of 
cancer. As per the literature review, no paper is found on 
implementing an efficient SVM classification system for 
the identification of Breast cancer onto FPGA. Most 

existing implementations other than Breast cancers are not 
realized on modern FPGAs board, as evident from the 
literature review.  
 
3. Proposed Architecture for Faster Data 

Classification  
3.1. System Architecture 

The SVM linear classifier's proposed FPGA design is 
shown in Figure 3. The architecture's adder tree constructs 
the classification function f(X) with the bias 'b' and 
polynomials such as patient data and weight value. Once 
testing data is passed into the FPGA board, the trained 
model uses it to perform a classifying procedure. The 
results are compared using the decision function to obtain 
either benign or malignant. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
          

                          

 Fig. 1   System Architecture for Classification

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2   SVM Linear Classifier Architecture 
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3.2. Design of BRAM Controller 

The block RAM controller's design is essential to load 
breast cancer patient data and computed weight values 
using python script corresponding to each feature in 
Wisconsin Breast Cancer Dataset. The loaded data can be 
used further as input by designing a linear SVM classifier 
to create a training model to classify two data classes.  
 

3.3. Computing for Linear SVM Classifier 

32-bit handles the system's computations signed 
floating-point multipliers and adders with a single sign bit, 
a 23-bit mantissa, and an 8-bit exponent. The floating-
point math packages are based on the VHDL 1164 
numeric_std package and use the package's signed and 
unsigned arithmetic. Because the numeric_std package is 
well supported by simulation and synthesis tools, they are 
extremely efficient.  
 

 

 

4. Experimental Results and Discussions 
This study seeks to determine the most useful features 

in identifying malignant or normal cancer. The main 
objective is to discover whether breast cancer belongs to 
malignant or benign. Here, the standard WBCD dataset is 
analyzed for 569 patients with 30 best features to 
categorize between two data classes for the detection of 
Breast Cancer. 
 
4.1. Simulation Output Waveform Analysis of Top 

Module of SVM Linear Classifier 
The pipelined SVM architecture is designed using 

Verilog HDL, then synthesized by Vivado (ver. 2017.4) 
simulation tool. The design is implemented through 
translating, mapping, placing and routing, and generating a 
bit stream. Ultimately, it is configured to the Xilinx KC705 
Kintex-7 evaluation board. Below are the simulation 
results for the single precision IEEE standard 754-based 
SVM linear classifier algorithm. 
 

 
Fig. 3   The Output Waveform for Top Module of SVM Classifier: Depicts Data Loaded into BRAM at 3700 ns 

 
The Simulation result of the SVM linear classifier 

depicts data loaded into BRAM for training to the positive 
edge of the clock, as shown in Figure 3. There are 30 
features in the WBCD dataset, and each feature is 
represented with a 32-bit floating point number. So total 

bandwidth required to accommodate each patient's data is 
960 bits wide. The simulation window shown in Figure 4 
depicts pipelined adder tree operation with different stages 
of operation.  
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Fig. 4 Simulation Waveform of Adder Tree Pipelined Operation in SVM Linear Classifier at Different Stages 

4.2. Logic Synthesis of top module SVM classifier system 

After synthesis and implementation, it becomes very 
easy to check and analyse the different metrics such as 
area, power, and timing. The implementation result is more 

accurate in evaluating the performance analysis of the 
system. The schematic view of the top module SVM 
classifier after synthesis is shown in Fig. 5. 

 
Fig. 5 Schematic View of Top Module SVM Classifier after Synthesis 
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4.3. Analysis of SVM output 

The obtained hexadecimal number needs to be 
converted into a real number for comparison to find out the 
classified output, whether it belongs to 'Benign' or 
'Malignant.' If the SVM output is positive or equal to '0', 
then the decision is taken w.r.t 'Malignant.' Similarly, if the 
SVM output is negative or less than '0', then a decision is 
taken w.r.t 'Benign.' It results in more inaccuracy than only 
positive, negative, and '0' for classification. To overcome 
this problem, a confusion matrix needs to be incorporated 
to increase the percentage accuracy by considering true 
positive or negative and false positive or negative. The 
accurate classification rate of the proposed system is 91%. 
The classification accuracy can further be increased by 
using an exact dot product accumulator with additional 
hardware cost. 
 

There is a slight improvement in accuracy percentage 
obtained using Posit 24-bit format to IEEE 754 floating 
point algorithm implementation for detecting breast cancer 
using the WBCD dataset. The accuracy of precision for 
detection of breast cancer is obtained after running 
software code in Java for 24-bit posit format. The accuracy 
obtained is about 0.9122 using the Posit 24-bit format for 
IEEE 754 single precision 32-bit representation. The 
obtained result indicates that using the Posit 24-bit format, 
it is possible to obtain a better accuracy of IEEE 754 single 
precision 32-bit representation. 
 

Table 2. Summary of POSIT arithmetic and IEEE 754 float 

Format Representation Accuracy 

IEEE 754 float 32 bits 91% 
POSIT 

arithmetic 

24 bits 91.22% 

 
 
 

The summary of performance evaluation of POSIT 
arithmetic and IEEE 754 float is presented in table 2. 
 
5.  Conclusion 

The proposed parallel implementation of the SVM 
algorithm for detecting breast cancer using the Vivado 
simulation tool as a training system is presented. The 
major objective of this solution is to reach a high data 
processing rate to satisfy the needs of computationally 
demanding applications. As a result, all possible 
multiplications and additions were parallelized. Finally, 
based on interpretations using the synthesis results, it can 
be concluded that implementing this technique in hardware 
would result in significant performance enhancements over 
the existing methods. The simulation and synthesis results 
exhibit that the SVM linear classification system is more 
effective in fast data classification. According to 
experimental results with a maximum frequency of 100 
MHz in linear classification, the classification accuracy of 
about 91% in linear one has been achieved. The accuracy 
obtained is about 0.9122 using the Posit 24-bit format with 
respect to IEEE 754 single precision 32-bit representation. 
The obtained result indicates that using the Posit 24-bit 
format, it is possible to obtain a better accuracy of IEEE 
754 single precision 32-bit representation.  
 

The FPGA implementation of the SVM linear 
classifier with an exact dot product accumulator improves 
the percentage of accuracy related to state-of-the-art. It 
provides more flexibility to alter the structure in the future.  
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A B S T R A C T   

Two-dimensional TiS3-nanostructures have been used to successfully remove toxic-industrial pollutants such as 
methyl-orange(MO) and methyl-blue(MB) from water bodies. Two-dimensional TiS3-nanostructures with 
exceptional mobility properties have been produced using the chemical vapor transport(CVT) technique and its 
photocatalytic capabilities are examined for potential environmental applications. 

Under infrared(IR) irradiation, the produced TiS3-nanoribbons were evaluated for their ability to degrade MO 
and MB solutions. TiS3-nanoribbons reveal significant high disintegration percentage; it is capable to decompose 
90.3% of 50 μM MO pollutant solution in 5 min. Moreover it decomposes 94.4% of 50 μM MO solution as well as 
10 μM MB solution in 20 min and 12 min, respectively.   

1. Introduction 

The continual desire of humans to improve their living standards has 
resulted in some of the most remarkable discoveries and inventions. 
Though these improvements appear to be very advantageous, they have 
come at a high cost in terms of environmental deterioration [1]. Our 
environment has been fatally polluted, and we have reached a critical 
juncture that requires immediate action to safeguard it. The two primary 
components of nature that have suffered the brunt of these industrial 
and technological advances have been air and water [2]. Water 
contamination has been continuously increasing due to effluent dis
charges from industrial waste. They are often released into bodies of 

water without being appropriately treated, posing a threat to humans 
and aquatic life [3]. Consequently, treatment of these effluents is ur
gently required. 

Researchers have investigated many techniques of wastewater 
treatment, with photocatalysis being one of the most significant among 
them [4]. Photocatalysis is premised on the theory that when pollutants 
are exposed to sunshine, they are more easily degraded by catalysts. The 
choice of photocatalyst depends on the rate at which pollutants are 
degraded by the photocatalyst. A photocatalyst with a greater rate of 
pollutant degradation is most desirable. The photocatalyst must be very 
sensitive to specific exposure of light to ensure its maximum absorption 
[5]. Zinc oxide and titanium oxide have been the most extensively 
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investigated and utilized photocatalysts, but their absorption is signifi
cantly restricted in the ultra-violet range [6]. The UV region makes up 
only 4% of the solar spectrum. Thus, the researchers are focusing on 
materials that are sensitive to visible and infrared wavelengths, which 
comprise most of the solar spectrum [7]. Due to their advantages over its 
bulk equivalents, two-dimensional (2D) materials have been at the 
forefront of research in recent years [8–12]. 

Graphene was the first 2D material to be studied, and it exhibited 
amazing electrical and optical characteristics. However, its zero 
bandgap was a major drawback [13]. Due to graphene's limitations, the 
research shifted to two-dimensional layered materials. The distinctive 
characteristic of 2D layered materials is that their electrical and optical 
properties can be easily adjusted by changing the number of layers [14]. 
Numerous techniques, including mechanical and chemical exfoliation, 
can be used to change the number of layers. The Transition Metal 
Dichalcogenides (TMDs) are extensively investigated layered materials 
that have emerged as a potential alternative to graphene due to their 
unique characteristic of adjustable bandgap structure [15]. Their 
bandgap shifts from indirect in bulk to direct in monolayers, allowing 
them to be used for a wide range of electrical, optical, and catalytic 
applications [16]. The direct bandgap is achieved when the TMDs are in 
their monolayer state. But the probability of producing monolayers is 
minimal, and this is a disadvantage of TMD materials [16,17]. 

This disadvantage is mitigated when we consider another member of 
chalcogenide family known as transition metal trichalcogenides (TMTC) 
[18]. The standard formula for transition metal trichalcogenides 
(TMTCs) is MX3, where M stands for Ti, Zr, Hf, and other transition 
metals, and X stands for chalcogens such as S, Se, and Te. TMTCs can be 
found in both layered and bulk forms [18]. The interlayer bonds are 
covalent and are consequently firmly bounded, whereas the intralayer 
bonds are linked by the van der Waal forces and hence extremely weak 
making it easier to achieve layered structure from bulk [19]. The 
distinctive advantage of TMTCs over TMDs is that direct bandgap 
structures are achievable in monolayers and up to a few layers in TMTCs. 
On the other hand, a direct bandgap is only conceivable in the mono
layer structure of TMDs [20]. Because TMTCs have greater electron 
mobility than TMDs, they are preferable for a variety of electrical ap
plications [20– 21]. 

This paper provides an interesting investigation into the photo
catalytic performance of TiS3, the newest member of the TMTC family. 
TiS3 monolayers are composed of a 1D quasi rigid chain. Each of these 
chains is made up of constituent atoms arranged in a trigonal pattern. 
The high anisotropy in the electronic and thermal properties of the TiS3 
has sparked a new wave of study into the material, as these qualities 
promise an improvement in the performance of various electronic and 
optoelectronic devices. TiS3 can be synthesized using various methods 
such as mechanical and chemical exfoliation, chemical vapor technique, 
vapor-liquid-solid (VLS), and chemical vapor transport (CVT). In this 
work, we employed a physical method to manufacture TiS3 and tested its 
dye degrading capabilities under NIR light. Additionally, this research 
illustrates the appreciable photodegradation performance of one- 
dimensional TiS3 nanoribbons, owing to their high mobility and opti
cal absorption. 

2. Experimental 

2.1. Materials 

For the formation of TiS3 nanoribbons, Titanium powder and sulfur 
powder were procured from Good fellow and Fisher scientific respec
tively. Methyl orange and Methylene blue pollutants molecules were 
procured from SRL, India. These chemicals were employed as 
purchased. 

2.2. Fabrication of TiS3 nanoribbons 

Nanoribbons of TiS3 were fabricated through the unique chemical 
vapor transport process. In this method, firstly the sulfur and titanium 
powder were taken in a ratio of 3:1 respectively then the mixture was 
thoroughly grinded in a mortar- pestle to obtain ultrafine nanoparticles. 
In the next step, the obtained mixed powder was placed in a silica 
ampoule tube with a diameter of 12 mm. After that silica ampoule tube 
was sealed in a vacuum (pressure ~ 2 × 10− 5 mbar). Finally, the 
vacuum-sealed silica ampoule was put in a furnace at 500 ◦C tempera
ture for 24 h and, finally TiS3 is obtained in nanoribbons like nano
structures [22]. 

2.3. Characterization of TiS3 nanoribbons 

The nanostructures' shape, crystallinity and size distribution were 
determined using a FESEM (ZESIS, Sigma 5.05) equipped with chemical 
mapping capability and TEM (FEI, Eindhoven, Netherland) microscopy. 
The optical behavior of the fabricated nanoribbons sample was inves
tigated by UV–Visible absorption spectroscopy (Shimadzu Corp., 
Japan). Raman spectroscopy (Horiba LabRAM HR 800, λ = 532 nm) and 
X-ray diffraction (Smart lab Rigaku, source Cu Kα, λ = 1.54 A) were used 
to investigate the crystal structures, vibrations, and composition of the 
prepared TiS3 nanoribbons sample. To investigate the surface chemical 
composition of the prepared sample, X-ray photoelectron spectroscopy 
study (Multiprobe surface analysis system, Omicron) was performed. 

2.4. Photodegradation study of TiS3 nanoribbons 

The photodegradation capability of the fabricated TiS3 nanoribbons 
was investigated by the decomposition of methyl orange (MO) and 
methylene blue (MB) solution under IR light illumination. In photo
degradation studies, 1 mg/10 mL of TiS3 nanoribbons was dispersed into 
a 20 mL solution of MO while the effective concentration of MO is 50 
μM. After that, the reaction vessel containing MO solution and nano
ribbons sample is exposed with an IR lamp (1050 W/m2). The distance 
between the glass vessel and the lamp was 25 cm. The reaction sus
pension was placed under lamp exposure for 5, 10, 15, and 20 min. The 
variations in the concentration of MO molecule solution were observed 
through UV–visible absorption spectroscopy. The capability of TiS3 
nanoribbons sample was computed through the following relation: 

ɳ =
Co − Ct

Co
X 100 (1) 

Where Co is the starting concentration of the MO solution while Ct is 
the concentration of MO solution at a particular time ‘t’. Similar process 
was repeated for performing the degradation of the MB solution. In 
order to explore the particular radicals which were majorly responsible 
for the photocatalytic activity of TiS3 nanostructure, charge trapping 
studies were performed. To capture the electrons, holes, hydroxyl rad
icals and superoxide radicals in the photodegradation process copper 
nitrate (CN), formic acid (FA), isopropyl alcohol(IPA) and benzoquinone 
(BQ) were used respectively. 

3. Results and discussion 

The FESEM imaging was used to investigate the surface morphology 
of a nanostructured material, as seen in Fig. 1. (a). FESEM analysis 
revealed that two-dimensional nanoribbon-like structures existed uni
formly with a high density, with an average length and breadth of 5436 
nm and 447 nm for ribbon-like nanostructures, respectively. TEM ex
amination of produced samples confirmed the development of 
nanoribbon-like nanostructures. To verify the homogeneity of the Ti and 
S atoms in the synthesized sample, elemental mapping was performed, 
as seen in inset of Fig. 1 (a). Elemental pictures of Ti and S atoms provide 
insight into their spatial distribution in the TiS3 sample. Additionally, 
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mapping for the composite (Fig. 1(b)) confirmed the presence of a Ti and 
S-based composite. The EDX spectrum of the produced sample shows 
clear peaks for Ti and S elements, indicating that no elemental impurity 
occurs in it. EDX studies highlights that the atomic percentage of Ti and 
S atoms are 12% and 35% respectively (see Table 1, Supplementary 
Information (SI)). 

The crystallographic characteristic of the synthesized sample was 
investigated using the XRD technique and is depicted in Fig. 2. (a). The 
observed X-ray diffraction patterns (002, 003, 201, 210, 006, 202) were 
almost identical to the TiS3 JCPDS card number (15–0783). These 
diffraction patterns show that TiS3 exists in a monoclinic phase with a 
high degree of crystallinity. The small diffraction patterns among (2θ =
20-30o) may be caused by the presence of sulfur in free form due to the 
use of sulfur powder as a precursor in the experiment. Thus, XRD in
vestigations established that TiS3 exists in a monoclinic phase. 

Raman spectroscopy was also used to verify the production of TiS3 
and its phase confirmation by observing the fingerprint vibrations of 
TiS3. Fig. 2 (b) shows the Raman profile of the prepared samples. (b). 
The Raman spectra of TiS3 nanoribbon displays four distinct peaks at 
177 cm− 1, 301 cm− 1, 371 cm− 1, and 558 cm− 1, confirming Ag Raman 
mode of TiS3 [18]. A prominent peak at 177 cm− 1, is attributed to I- 
Ag

rigid mode, which is formed by the out-of-plane rigid vibration of TiS3 
chains extending along the b-axis [18,23]. The peak at 177 cm− 1 rep
resents the unique vibration associated with the production of TiS3. The 
peaks at 301 cm− 1, 371 cm− 1 can be marked as II-Ag

internal and, III- 
Ag

internal respectively. These two peaks appear due to the internal vi
bration of the single TiS3 layer [24]. The peak at 558 cm− 1 can be 
ascribed to the IV-Ag

S–S. This peak originated because of the in-plane 
out-of-phase vibration of S–S. A peak at 558 cm− 1 provides the vibra
tion information regarding out-of-plane respective motion among Ti 
atoms with bridge S atoms [25,26]. Optical absorption spectroscopy 
with a wavelength range of 400–1200 nm was used to examine the 
optical features of the produced TiS3 nanoribbon. The absorption 
spectra of TiS3 nanoribbons in the visible-NIR range is shown in Fig. 2 
(c). The optical absorption spectrum exhibits two broad peaks in the 
visible and NIR regions, indicating that the prepared sample has 
exceptional light absorption capabilities in both the visible and NIR 
regions. Fig. 2(d) shows the direct bandgap value of TiS3 nanoribbons as 
calculated by the Tauc plot method. The TiS3 nanoribbons sample has a 
calculated bandgap of 1.18 eV. According to Tauc plot studies, the 
photodecomposition performance of TiS3 nanoribbons is predicted to 
increase in the NIR light exposure due to the narrow bandgap. X-ray 
photoelectron spectroscopy (XPS) was carried out to understand the 

chemical bonding characteristics of the material. Fig. 2(e) represents the 
Gaussian fitted Ti 2p spectrum which consists of four prominent peaks 
arising due to the spin-orbit doublet splitting. Among them, the first 
doublet observed on the lower binding energy (B.E.) side at 456.2 eV 
and 462.1 eV corresponds to Ti 2p3/2 and Ti 2p1/2 of TiS3 [27]. Whereas 
the other pair of peaks obtained at 459.2 eV and 464.9 eV are assigned to 
Ti 2p3/2 and Ti 2p1/2 doublets of TiO2 [28]. All the peaks are in a stoi
chiometric Ti4+ state either in TiS3 or TiO2. This reveals the presence of a 
significant quantity of oxygenated Ti, as well as Ti–S bonding, which 
indicates the presence of sulfur vacancies [18]. Due to the sulfur va
cancies, oxygen atoms can interact with Ti+4 and produce TiO2 during 
the production of TiS3 [18]. The fitted S2p spectrum is shown in Fig. 2 
(f). Three significant core level peaks at 161.3 eV, 162.5 eV, and 163.6 
eV are suggested by the contributions from two sulfur species known as 
sulfide (S2− ) and disulfide (S2

2− ) [27,29]. The first peak at lower B.E. is 
assigned to S 2p3/2 of sulfide unit (S), the second peak is an overlap of S 
2p1/2 of sulfide (S2− ) and S 2p3/2 of disulfide (S2

2− ) unit, and the last one 
comes from S 2p1/2 of disulfide (S2

2− ) [30]. The corresponding peaks 
from two species are separated by 1.2 eV and for both cases, S(2p3/2):S 
(2p1/2) is 2:1. A small satellite peak is also observed at 164.3 eV which 
could not be identified. This may be attributed to the S–O bond coming 
from the atmospheric oxidation of the surface. In order to check the 
specific surface area of the prepared TiS3 nanostructures, BET mea
surements were performed and illustrated in Fig. 1(SI). The BET studies 
reveals that the specific surface of TiS3 nanostructures is 13.93 mL/g. 

The photodegradation efficiency of TiS3 nanoribbons under NIR light 
is demonstrated by the breakdown of a 50 μM of MO and 10 μM MB 
contaminants solution. Fig. 3(a) depicts the breakdown of MB pollutant 
solution over time using a TiS3 photocatalyst sample. Optical absorption 
tests indicated that the MB pollutant solution decomposed after 12 min. 
Fig. 3(b) shows that a TiS3 nanoribbons sample decomposes 84.2% of a 
10 μM MB pollutan solution in a short duration of 12 min. 

The calculated rate constant for the decomposition rate kinetics of 
MB pollutant solution is 0.1468/min (Fig. 3(c)). Fig. 3(d) shows the 
UV–Vis analysis of a degraded MO pollutant solution using TiS3 nano
ribbons as a photocatalyst under NIR light exposure. The use of TiS3 
nanoribbons as photocatalysts resulted in a substantial decrease in the 
intensity of main peaks of MO pollutant solution. 

Fig. 3(e) shows the rate of photodecomposition of the MO pollutant 
solution with exposure time. According to photodegradation rate ki
netics, 94.4% of the MO pollutant solution is decomposed in 20 min 
under NIR light. The calculated rate constant value for the photode
composition process in MO pollutant solution is 0.1207/min. 

Fig. 1. (a) Shows the FE-SEM image of TiS3 nanoribbons; inset image shows the respective TEM monograph, (b) EDX spectrum of TiS3 nanoribbons showing the 
presence of Ti and S atoms. Elemental mapping assures the uniform distribution of Ti and S atoms in TiS3 nanoribbons. 
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To ensure the stability of the TiS3 nanoribbons, they were tested in 
reusable photocatalytic runs that are shown in Fig. 3(f). Photocatalytic 
reusability tests indicate that a photocatalyst based on TiS3 nano
structures displays consistent photodegradation performance for MO 
pollutant solution after four cycles. The photodegradation of TiS3 
nanoribbons can be elucidated with the help of chemical reactions as 
below. Initially, pollutant molecules were adsorbed on the surface of 
TiS3 nanoribbons (Eq. (2)). Under NIR exposure light, TiS3 nanoribbons 

generated electrons and holes in the conduction band (CB) and valence 
band (VB) sequentially (Eq. (3)). After that, the photo-generated elec
trons in the CB of TiS3 nanoribbons produce the superoxide radicals 
(•O2) from oxygen molecules (Eq. (4)). Similarly, holes present in the VB 
transform the H2O molecule in to the hydroxyl radicals (•OH) (Eqs. (5), 
(6)). These highly reacted radicals further react with the organic pol
lutants molecules and decompose the in to carbon dioxide and water 
molecules (Eqs. (7), (8)). The scavenger studies concluded that hydroxyl 

Fig. 2. Shows the various spectra for basic characteristics of TiS3. (a) X-ray diffraction pattern of TiS3 nanoribbons, (b) Raman spectrum of TiS3 nanoribbons sample, 
(c) Optical absorption spectrum of TiS3 nanoribbons, (d) Tauc plot for TiS3 nanoribbons sample, (e) Gaussian fitted XPS spectrum of Ti 2p for TiS3 nanoribbons, (f) 
Fitted S2p XPS spectrum of TiS3 nanoribbons sample. 
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and holes are majorly contributed in to the photocatalysis reaction (see 
Fig. 3 SI). 

Pollutant molecule+ TiS3→Adsorbed pollutant molecule on TiS3 (2)  

(NIR) hv+ TiS3→e−CB + h+
VB (3)  

e−CB +(O2)ad→ • O−
2 (4)  

h+
VB +(H2O)ad→H+ + • OH (5)  

h+
VB +OH− → • OH (6)  

•OH+Adsorbed molecule→CO2 +H2O (7)  

•O−
2 +Adsorbed molecle→CO2 +H2O (8) 

The schematic diagram explained the NIR-induced 

Fig. 3. (a) Optical absorption curves depicting the decomposition of MB pollutant solution using TiS3 photocatalyst, (b) Rate kinetics for MB molecules decom
position using TiS3 nanoribbons, (c) ln(C/Co) vs exposure time graph indicating the rate constant value (k), (d) UV–visible absorption spectrum revealing the 
reduction in the concentration of MO molecule solution through TiS3 nanoribbons, (e) Photodecomposition rate kinetics of MO molecules solution using TiS3 
nanoribbons sample, (f) Reusability test indicates the stability of the TiS3 nanoribbons. 
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photodegradation capabilities of TiS3 nanoribbons sample (Fig. 4). 
Under NIR light, electrons are stimulated and transferred to the con
duction band of narrow bandgap semiconductor TiS3 nanoribbons, 
whereas holes develop in the valence band. Because TiS3 has a modest 
bandgap value, NIR light is strong enough to excite electrons from VB to 
CB. 

A high density of electrons in the CB interacts with the surface ox
ygen molecules and produces superoxide radicals, whereas holes in the 
VB convert water molecules into hydroxyl radicals, resulting in the 
breakdown of MO and MB pollution molecules. The decomposition of 
MB pollutant molecules because of the interplay among with the highly 
unsaturated hydroxyl radicals can be briefly elucidated as below [31]. 
Firstly hydroxyl radical attack on the MB molecule consequently 
cleavage formed among C–S + =C bond and C-S(=O)-C. Thus central 
aromatic ring is open between S and N. atoms In the next step, hydroxyl 
radicals react with the sulfoxide group two times and formed sulfone 
and sulfonic acid sequentially. Due to the continuous attacking of hy
droxyl radicals give rise to the formation of SO4

− 2 ions. After that the 
cleavage of N––C bond arises along with the cleavage of C–S+ = C. After 
that photoexcited electrons creates the ⋅H radicals which starts to 
saturation of the amino bonds. This amino group creates the phenols and 
originates an ⋅NH2 radical. After that ammonia and ammonium ions are 
formed due to the substitution reaction with hydroxyl radicals. In the 
next step, hydroxyl radicals interact with the one methyl group react and 
two symmetrical dimethylphenyl-amino groups and formed an alcohol 
and then aldehyde and afterward CO2. The phenyl-methyl-amine radical 
decompose because of the sequential interaction with hydroxyl radicals 
and providing the whole decomposition of MB molecule. 

To explore the active species responsible for the enhanced photo
catalytic activity of TiS3, charge trapping experiment was performed 
and presented in the Fig. 4(SI). Charge trapping experiment indicates 
that hydroxyl radicals are majorly active and contributed in to the 
photodegradation reaction. Apart from this holes and electrons also 
have higher contribution as compared to superoxide radicals. 

Furthermore, sulfur defect states help by enabling efficient charge 
separation via electron trapping. These defects were activated by 
adsorption under NIR light, which was also useful in controlling the 
recombination rate. As a result, TiS3 nanoribbons successfully break
down the MO and MB pollutants solution and have been demonstrated 
to be an ideal option for environmental remediation applications. Due to 
their one-dimensionality, TiS3 nanoribbons may efficiently transport 
photoinduced charge carriers. Aside from enhanced optical absorption, 
TiS3 nanoribbons can also help photodecomposition. One of the most 
recent developments in photocatalysis is the fabrication of photocatalyst 
2D nanostructures that work excellently in the near-infrared range. 

Chen et al. [31] described the production of In2S3 nanostructures 
through a surfactant-assisted hydrothermal technique and their use in 
NIR-induced photocatalytic activity. In their photodecomposition reac
tion, they utilized 20 mg of the photocatalyst to degrade a 20 mg/L MO 
pollutant solution over the course of 180 min of NIR illumination. Okeil 
et al. [30] synthesized titanium chalcogenide (TiS, TiS2, TiS3, TiSe2, and 
TiTe) based nanostructures by chemical vapor transport method and 
investigated their photothermal catalytic activity. They concluded that 
the presence of Ti+3 and sulfur vacancies in non-stoichiometric TiS, TiS3 
implies increased photocatalytic efficiency towards the methyl orange 
molecule. In their work, they used 1 mg/mL concentration of photo
catalyst to degrade a 0.02 mg/mL solution of MO in 180 min of simu
lated sunshine. 

In our work, TiS3 nanoribbons are used to degrade a 50 μM solution 
of MO and 10 μM solution of MB pollutants in 20 min and 12 min, 
respectively, under NIR irradiation. These findings are both fascinating 
and important in the realm of advanced photocatalysis. Table 1 shows a 
comparison of photocatalytic capabilities of TiS3 nanoribbons with lat
est reported data. It has been observed that TiS3 nanoribbons shows 
better performance in all aspects of photocatalytic reaction as compared 
to other reported work. Moreover, TiS3 nanoribbon based photocatalytic 
studies have been rarely reported in the literature [30]. This research 
paves the way for TMTC-based nanostructures to be used in advanced 
environmental applications. 

4. Conclusions 

Excellent photocatalytic performance of TiS3 nanoribbons is pre
sented in this paper. Novel chemical vapor transport method was used at 
well optimized parameters to fabricate TiS3 nanoribbons in a monoclinic 
phase with a high degree of crystallinity and purity. State of the art 
characterization techniques have been used to validate the structural, 
morphological and chemical characteristics of the synthesized TiS3 
samples. Tauc plot method confirmed a calculated bandgap of 1.18 eV 
for synthesized material. Photocatalytic property of the prepared ma
terial was investigated by the photodegradation of water pollutants. It is 
observed that TiS3 nanoribbons turn out to be highly efficient photo
catalyst. It decomposes the 50 μM solution of MO and 10 μM of MB 
pollutants solution under NIR exposure in 20 min and 12 min respec
tively. The narrow bandgap of TiS3 nanoribbons-like structures sup
posedly facilitates effective production of electron-hole pairs under 
near-infrared region. The outstanding photodegradation nature could 
be ascribed to the superior optical absorption in the visible and NIR 
region. For the time being, the findings seem to be novel of their type 
and it may offer fresh insights into the development of NIR-based TMTC 

Fig. 4. Schematic representation of the improved sunlight-driven photodecomposition behavior of the TiS3 nanoribbons sample.  
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based photocatalysts, as well as many other NIR-induced applications, 
such as a photodetector, in the future. 
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TiO2 composites 
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1 mg 180 min Sunlight 34% 0.11 [30] 

3 Hollow Bi2WO6/ 
RGO spheres 
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4 ZnO/Fe3O4/pumice MB 0.106 mmol /L 50 mg/L 60 min Visible 
light 

85.5% – [34] 
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6 Hollow Bi2WO6/ 
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7 TiS3 Nanoribbons MO 50 μM 0.5 mg 5 min NIR 90.3%  Our 
work 

8 TiS3 Nanoribbons MO 50 μM 0.5 mg 15 min NIR 94.4% 1.207 × 10− 1 Our 
Work 

9 TiS3 Nanoribbons MB 10 μM 0.5 mg 12 min Sunlight – 1.468 × 10− 1 Our 
Work  
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Abstract. Time-Sensitive Networking (TSN) is an emerging technology, which enables
advancements in applications like industrial automation, automatic vehicle-to-vehicle
communication, etc. which hosts various time-critical applications, ensuring bounded latency.
The novel idea of this paper is to present OMNET++ simulation-based complex multi-hop TSN
network using the native VLAN concept to bring out a cost-effective model for inter-TSN and
Intra-TSN domains. This paper investigates the performance of hybrid IEEE standards, ie.IEEE
802.1Qbu and IEEE 802.1Qbv standards. The simulation results show that the combination of
these standards, when effectively scheduled in switches will reduce the latency by 3.3 µseconds
in time-critical applications. Further, it is observed that in Best effort traffic, frame loss is also
very less in the range of 2-5 frames out of 1385 frames. These results certainly will be of great
value in more complex TSN deployments.

1. Introduction
Various Ethernet-based industrial 4.0 use cases [1], emphasize the need for efficient
communication methods. The Time-Sensitive Networking(TSN) standards assert the protocols
and mechanisms to scale and control the Ethernet network[2][25]. TSN finds applications
in Industrial automation, Electrical power generation and distribution, Automatic vehicle-
to- vehicle communication, Professional audio-video studios, Cellular radio, Multimedia
communication [3]. The standard Ethernet network fails to provide the bounded latency and
may result in data loss due to legacy scheduling mechanisms when both Operation Technology
(OT) and Information Technology(IT) data are involved. OT data is high-priority data that
involves hardware and software to monitor and control events with in an industry. IT data is
noncritical enterprise-level data within industry. Hence to handle both IT and OT data IEEE has
proposed various standards such as IEEE 802.1AS (gPTP, an extension of PTP protocol), IEEE
802.1Qbu (Frame pre-emption), IEEE P802.1Qci(traffic filtering and policing), IEEE 802.1CB
redundant frame transmission, IEEE 802.1Qcc (configuration aspects), etc. [4][24][26]. In TSN,
based on the type, data is classified into various classes and handled by algorithms specific to
traffic classes. Data is classified into 8 classes, which correspond to the 8 priorities set by the
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PCP value of the VLAN tag. The details of traffic classes and the priorities assigned to the class
are presented in [5][6][7]. To simulate TSN topology and check the performance of the network
simulation tools like OMNET’s CoRE4INET [8][9], Riverbed [10], NeSTiN g[11][5][27], NS-
3[12], TSNS[7],DeNS[13]are available. Few papers show the validation of simulation work with
hardware setup[28]. We choose to use the NeSTiNg framework of OMNET++ 5.5.1 and INET
4.1.2. We have extended the work carried in the NeSTiNg simulator by considering a complex
network with multiple switches and implementing Virtual Local Area Networks( VLANs) to
create TSN domains.

1.1. Details on IEEE 802.1Qbu
This standard is also known as frame pre-emption mechanism and it specifies the port utilization
and low latency data transmission of real-time and time-sensitive data. The pre-emption
mechanism enables the switch to pre-empt the non-time critical data and transmit the high
priority time- critical data when they are to be transmitted through a common port. This
may introduce delay in low priority data but guarantees the bounded latency of time critical
data. Each port in a TSN switch supports 8 queues and hence 8 traffic classes with different
priority levels. The traffic classes are Scheduled traffic(ST), Audio Video Bridging (AVB) traffic
with bounded latency and Best-Effort(BE) data with default priority. In our work,scheduled
traffic with PCP value 7 is considered for which the schedule is generated offline in Gate Control
List(GCL) [7][14][15][ 16], sensor data with the priority of 6, video data of priority 5 and the BE
traffic with default priority or PCP value 0 is considered Which has the lowest priority. Each
Ethernet traffic class has a priority and is mapped to either express or preemptible interface.
Traffic class mapped to express Queue cannot be pre-empted by other traffic classes. Whereas
non-express or preemptible class of traffic can be preempted by high priority frames. For a frame
to be pre-emptible the minimum frame size should be 102 Bytes excluding header [7]. Recent
studies show that a non- pre-emptive switch introduces the delay of 2336 µsecond by a less
priority frame and with pre-emption, the same network experiences the delay of 1016 µseconds
per 1000 Mbps switch[7].

1.2. Details on IEEE 802.1Qbv
This standard is also called time aware shaper. It mentions the GCL which enables the highest
priority control data in the industrial applications to be delivered to with bounded latency.
When the arrival of periodic time-critical data is known the GCL pattern can be efficiently
designed. As the nodes and bridges in the TSN network can be time-synchronized using IEEE
802.1AS [5][17][18][19][20][21], the 802.1Qbv can be effectively used for critical data delivery. We
have assumed that each port of a TSN switch consists of 8 queues. Each port can be scheduled
based on the traffic class. In a single port if GCL is 10000000 then the gate corresponding
to Queue 7(when Queue numbers are 0 -7) is open and gates corresponding to 0-6 are closed.
Hence for the entire duration of gating where GCL has this pattern the frame of queue 7 can
only be sent through the switch and all the remaining data frames are halted in the switch.
GCL changes periodically and this period is called the gating cycle. The same cycle repeats
throughout the simulation duration. The gating mechanism ensures that only one queue gets
access to the egress(exit) port. However, the transmission of non-ST data will stop before the
time slot of ST data. This time slot or window is known as a protected window. The switch
internals for GCL:10000000 is as shown in figure 1.

The time slot where non-time-critical data frames are allowed through the egress(exit) port
is called the unprotected window and also an additional time slot or window during which no
frame transmission is allowed and the egress port is in idle state is known as a guard window.
The details on all these time window slots and switch gating cycle is shown in figure 2.
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Figure 1. Switch ports and gates.

Figure 2. Gate cycle with Protected window,
Unprotected window and Guard window.

2. Literature review
Bello[4], this paper provides a detailed introduction of TSN standards which are highly relevant
to industrial communication, and also provides the future direction of research. According to
the author future scope for research are as follows: While looking at the configuration TSN
network, scaling the network schedules with fault tolerance is to be addressed, there is a need
for improvement in deploying the applications. Concerning the security of TSN applications,
there is a need of detecting the threats early and proposing mitigation strategies. Simulations,
Prototypes, Performance studies, use case demonstrations are highly required for the TSN
solutions maturity.

Haris Suljic[5], does the performance analysis of TSN by considering IEEE 802.1Qbv, IEEE
802.1Qu, and Credit-based shaper. The simulation was carried out in OMNET++ 5.6.1 and
INET 4.2.1 with the NeSTiNg framework. The author has considered a simulation duration
of 3 minutes and a simulation cycle of 500 µseconds. Protected window of 17 µseconds and
unprotected window of 360 µseconds and guard window of 123 µseconds. Parameters considered
for simulation are end-to-end delay and link efficiency. 5 scenarios are considered for performance
analysis. The first one is IEEE 802.1Qbv, here the BE traffic experience the packet delay and
time-critical data has deterministic data delivery. The Second one is IEEE 802.1Qbu and it is
used along with credit-based shapers. The conclusion of this simulation is Audio-video traffic
is delayed by credit-based shaper, so frame pre-emption does not reduce the latency of frames
with higher priority. The third scenario is using both frame preemption and time aware shaper.
The Combination of these 2 reduces the delay of BE traffic whereas delay of deterministic data
transmission is unchanged because of using proper gating mechanism. In scenario 4, Gating,
Pre-emption, and Credit- based shapers are used. The combined result is frame pre-emption
provides reduced end-to-end latency for event-triggered data and BE data experiences more
delay compared to the previous scenarios. Scenario 5 is about an industrial in-car network with
14 end nodes and 2 switches. In this scenario frame pre-emption and gating mechanisms are
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used. Gating results in an unaltered delay in the data delivery and pre-emption will result
in increased delay for BE traffic. The conclusion of this experiment is to look at efficiently
and dynamically designing the GCL, also look at various combinations of these standards with
various configurations to check the performance of the network in a more efficient way.

In [7], the aspects of Pre-emption are discussed in detail. The performance of the TSN network
when there are multiple express data (The data that pre-empts less-priority data) is explained.
The author develops a new simulation tool known as TSNS. This tool is used for simulation of
the TSN switch behavior according to the IEEE 802.1Q amendments. The environment used is
Microsoft’s visual studio and code is developed using C language.

In [10], the author develops a tool to check how TSN configuration can be automated. The
tool was developed to make use of OMNET’s NeSTiNg platform. Researchers can use this
extension to automate the configurations, extract the flows and check the performance of the
network by using the GUI which is provided by the author. This helps us save time in configuring
the parameters through XML files.

Time-aware shaper schedules the frames according to the predefined GCL list.In [15] Ramon
Serna Oliver, et al, proposes a method of synthesizing the GCL based on an SMT solver. Aslo
discussion on Time aware shaper, Pre-emption, and Credit-based shaper is done [15]. But, still,
there is a need to do more analysis by taking various case studies into account. We need to look
at trade-offs between various performance parameters and efficiently design the system looking
at particular applications. Another motivation behind this paper is to explore various options
that are part of the OMNET++ simulation tool for Time-Sensitive Network simulation and
look at the options available, appreciate and also look for various improvements in the existing
NeSTiNg simulation framework.

Escola[22], The objective of this work is to implement and validate the designed system
that allows automatically configuring the TAS’s scheduling parameters of the switches of a
TSN network. For configuring TAS, IEEE 802.1Qcc proposes NETCONF, RESTCONF, and
SNMP from which the author has chosen NETCONF. NETCONF enables us to install, delete
and manipulate the configuration of network devices. NETCONF is a network management
protocol, but it does not specify how to model the configuration. To tackle this issue, the
TSN standards suggest using YANG. YANG is a data modeling language which is used by the
NETCONF protocol. YANG is described in the RFC 6020.

Anna arestova[29], In this paper the analysis of Frame preemption(FP) and Time aware
shaper(TAS) is carried out and it is compared with Strict priority scheduling(ST) by NeSTiNg
framework of OMNET++ simulator. For simulation, a multi-hop, tree topology with multiple
star configurations are considered which is comparable to an industrial automation network.
The result shows that the TAS produces a large configuration overhead but performs the best
and it is suitable for ultra-low latency requirements. FP can be combined with TAS for the
efficient band usage. ST shows the least configuration overhead and is suitable for real-time
applications with fewer millisecond cycles. The transmission offsets can be effectively scheduled
to reduce the interference in the egress queue of a switch when ST and FP standards are used.

3. Proposed Work
3.1. What is the objective of the proposed work?
The objective of this work is to simulate a complex multi-hop TSN network and implement
TSN domains using VLAN concepts. Also check the performance of inter-TSN and intra-TSN
communication for IEEE 802.1Qbu and IEEE 802.1Qbv when they are applied together.

3.2. What is the need of TSN domains?
Many upcoming industrial automation use cases require TSN domains. A TSN domain is a
collection of devices, their ports, and their LANs which use TSN standards to transmit time-
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sensitive data [1]. In the proposed work, TSN domains(VLANs) are created based on the
functionality of the nodes.Here TSN domain and VLAN are interchangeably used.

3.3. Specification of software tools used for simulation.
Details of the software versions used

i. Operating System - Ubuntu 18.0
ii. OMNET++ - 5.5.1
iii. INET - 4.1.2
iv. NeSTiNg - First version available from omnetpp.org

3.4. What is the need for choosing topology as in figure 5 and figure 6?
We have assumed a real-time scenario where a factory in which the following floors are present.

i. Ground floor: Contains switch ”A” and 4 nodes.
ii. First floor: Contains switch ”B” and 4 nodes.
iii. Second floor: Contains switch ”C” and 4 nodes.
iv. Third floor : Contains switch ”D” and 4 nodes.

If on each floor there is a device that belongs to a specific TSN domain then we should go for
topology mentioned in figure 5 for intra-TSN and figure 6 inter -TSN communication.

The proposed inter-TSN and intra-TSN communication network are as depicted in figure
3 and figure 4 respectively. In the block diagram the color codes are used for identifying the
domains. The devices with same color belong to one domain. We see such ’4’ domains in figure
3 and ’5’ domains in figure 4.

As mentioned in the literature survey, according to [5], there is a need to have further look
into the configuration aspects of TSN protocols for more efficient data transmission. According
to [4] lot of simulations, prototypes verification are required in TSN because many applications
require improved versions of existing standards. Hence, we have checked how the combination
of both these protocols will increase the efficiency of the communication instead of using them
separately.

Figure 3. Block diagram of Intra-TSN domain.

3.5. Intra-TSN domain/Intra-VLAN communication
Figure 3 shows the block diagram of the intra-TSN domain network which has 4 TSN-enabled
switches and each switch has 4 devices physically connected to them. Each device generates a
specific type of traffic and we have scheduled the switch in such a way that each traffic class
is handled effectively in the presence of TSN protocols such as Pre-emption and Gating. The
configuration of switches, their ports, type of schedule, types of the algorithms used is mentioned
in tables 2 and 3.
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Figure 4. Block diagram of Inter-TSN domain.

The details on the TSN domains and corresponding nodes are mentioned in table 1. These
TSN domains are the broadcasting domains or VLANs. 4 VLANs have been created and
programmed the network such that the broadcast from a node in a VLAN is limited to only the
devices present in that particular VLAN.

3.5.1. Details of TSN domains.
i. TSN Domain 1 is implemented by VLAN 20 which has a robotController that generates

time-critical periodic data and broadcast the data to only robot1, robot2 and robot3.
ii. TSN domain 2 is implemented by VLAN 30 and includes a camera which generates a

non-periodic data with priority 5 and broadcasts the data to CPD1(Camera Processing Device
1), CPD2, and CPD3.

iii. TSN domain 3 is implemented by VLAN 40 which includes the sensor as the source node
that produces nonperiodic data with priority 6. The sensor data is broadcast to only the nodes
in that specific VLAN, i.e. to actuator1,actuator2, and actuator3.

iv. TSN domain 4 is implemented by VLAN 60 and BETG as the BE Traffic Generator and
broadcasts the data only to BETR1(BE Traffic Receiver), BETR2 and BETR3.

3.5.2. Details on traffic generated by all the nodes and frame sizes.
The robotController transmits minimum sized, network control and periodic traffic hence a

frame size of 102 Bytes is chosen. This is the minimum size requirement for frame which is
preemptable[7]. Similarly a maximum frame size of 1500 bytes is chosen for BETG and Camera
which are similar to Best effort traffic. As the sensors used in real time applications generate
the traffic lesser than BE traffic and greater than control traffic hence the sensor traffic chosen
is 500 Bytes. Number of robotController frames considered during the simulation period is 138
frames. The number of frames can be increased by increasing the simulation duration. The
number of frames sent and received by all the nodes are depicted in Figure 9 and Figure 10.

In the simulation process, the scheduling configuration for switches is written in an XML file
and all the VLAN configurations are done in the .ini file of the NeSTiNg framework. The types
of data generated by the nodes in the network, size of each data, periodicity, and their priorities
are mentioned in table 2.

3.6. Inter-TSN domain/Inter VLAN communication
A new node named as newdevice is now added to Switch D. This belongs to a new VLAN named
as VLAN 50.

In the inter VLAN communication we have assumed that there is a communication from
robotController that belongs to VLAN20 to newnode that belongs to VLAN 50. Generally
when communication between 2 VLANs is implemented by using an L3 router. But, here we
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Figure 5. Intra-TSN topology simulated in
NeSTiNg.

Figure 6. Inter-TSN topology simulated
in NeSTiNg.

use the native VLAN concept with the trunk port. This helps us avoid a dedicated router to
have communication between 2 VLANS.

figure 7 and figure 8 explain the flowchart of data flow when the native VLAN concept is
implemented for inter-TSN domain communication.

We have leveraged the native VLAN concept for inter-TSN domain communication. [23]
We have explicitly tagged the native VLAN with a specific ID in which our desired TSN node

is present.
Example: Inter TSN domain traffic L2 routing from VLAN 20 to VLAN 50

Assume that a device is connected to switchD.eth[6] and it is mapped to VLAN 50. The
egress traffic of switchC.eth[6] port with VLAN tag 20 will be mapped to VLAN tag 50. This
is a native VLAN for this switch-D. Hence the Node connected to switchD.eth[6] gets the TSN
traffic which demonstrates inter-TSN domain communication.

Table 1. TSN domains.

TSN Domain Corresponding Nodes

TSNdomain1 robotController,robot1,robot2,robot3
TSNdomain2 sensor,actuator11,actuator2,actuator3 .
TSNdomain3 camera,CPD1,CPD2,CPD3
TSNdomain4 BETG,BETR1,BETR2,BETR3
TSNdomain5 newdevice

Table 2. Traffic generated by all classes of nodes.

Node Frame size Periodic or Not? PCP value

robotController 102 Bytes Periodic 7
sensor 500 Bytes Nonperiodic 6 .
camera 1500 Bytes Nonperiodic 5
BETG 1500 Bytes Nonperiodic 4
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Figure 7. Flowchart demonstrating native
VLAN routing for inter-TSN domain.

Figure 8. Reference for
ports of Switch C and
Switch D.

Table 3. Switch parameters used while simulation.

Parameter Value

Switchprocessing delay 5 µsecond .
Queuebuffer capacity 363360b
Ethernetcable parameters delay = 0.1 µsecond , datarate = 1Gbps
TSAalgorithm Strict priority
Queue0 -6 of all switches Express Queue = False
Queue7 of all switches Express Queue = True

4. Results
According to figure 3 where the communication is within the VLAN. i.e. robotController to
robot1,robot2,robot3. Or Sensor to Actuator1, Actuator2, Actuator3, and so on pre-emption
along with Gating is applied. 17 µseconds protected window, 360 µseconds unprotected window
and, 123 µseconds guard window is considered in one switch cycle. The latency in transmitting
time-critical data is constant throughout the simulation time as shown in figure 11. This is
possible because, in an entire switching cycle, the robotController transmits the data at a fixed
time, and also it is periodic. By knowing this factor GCL vector can be efficiently designed
to maintain constant delay in the case of robotController. Looking at the latency charts the
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deterministic data delivery is guaranteed for the destinations present after multiple hops also.
The latency in transmitting sensor data to all its nodes varying with simulation time as shown
in figure 12. This variation in the latency is due to the buffer capacity of queues in switch as
well as other high-priority data transmission. Latency for transmitting camera data and BETG
data to all the corresponding nodes is periodic as shown in figures 13 and 14 respectively.

The graph of frames sent Vs received by the source nodes to destination nodes of single-hop
is shown in figures 9 and 10 for both cases. The robot1, camera1, and sensor1 nodes have 0
frame loss whereas for BETR1 loss is only 2/1385 frames.

In the Inter-TSN network, the high priority robotController data has the constant latency
of 13.42 µseconds for the first hop(to robot1), 19.56 µseconds for the second hop(to robot2)
and 25.7 µseconds for the third hop(to robot3). This is similar to the latency of the Intra-TSN
network. The latency chart for all the remaining source nodes to their corresponding destination
nodes in the Inter-TSN network follows the same periodic pattern as intra-TSN latency charts
with small variations in the values.

Figure 9. Frames sent Vs received in single
hop intra-TSN communication.

Figure 10. Frames sent Vs received in single
hop inter-TSN communication.

Figure 11. Simulation time vs latency from
robotController to all its destinations.

Figure 12. Simulation time vs latency from
sensor to all its destinations.
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Figure 13. Simulation time vs latency from
camera to all its destinations.

Figure 14. Simulation time vs latency from
BETG to all its destinations.

5. Conclusion and future work
In this work, the hybrid IEEE standards 802.1Qbv and 802.1Qbu are used for scheduling the
traffic in the switch. By this configuration, we can guarantee deterministic data delivery of
time-critical applications and make sure that non-periodic BE traffic will have very little frame
loss of 2-5 frames out of 1385 frames. This paper implements a new configuration of TSN
domains and also a concept of native VLAN whenever Inter-TSN domain communication is
required. This avoids the usage of a dedicated router interconnecting multiple TSN domains.
Hence the approach we followed here is a cost-effective solution. The advantage of making
multiple broadcast domains in a single network significantly reduces CPU cycles of switches.
This avoids unnecessary broadcast of the traffic which is not destined to the nodes. As
future work, the hardware validation of complex networks is necessary along with IEEE
802.1AS(Time synchronization) standard. Also proposing new scheduling algorithms to have
efficient communication between time-sensitive nodes is required.
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Abstract 

 
The evolution in multimedia technologies has brought about an abundance of data in the form of images, video, 
audio which are used in a variety of analysis in various fields including medical field, satellite imagery, image 
data forensics and many more. However, digital images are mostly corrupted by noises during the process of 
acquisition, transmission or storage leading to degradation of the image and eventually loss of information. 
Hence in order to restore the quality of images, suitable image denoising techniques need to be used. Greatest 
challenge for a denoising algorithm is to enhance visual presentation of image, while protecting pertinent 
features like edges, during denoising. Further, after denoising, image enhancement techniques can be applied 
for better perception of the denoised images. 
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1. Introduction 

 
Digital images are degrading due to the transmission of images from one place to another. These 

degraded images cannot be used for further image processing. Because it will not give the desirable results after 
processing. As these images are susceptible to noises under low illumination, high temperature and during long 
distance transmission. To overcome this various denoising techniques are used. There are various methods that 
help to remove noise from digital images. 

Digital image processing is popularly used in prime fields like medical imaging for recognition of diseases, 
in face recognition for security grounds, and many more. Consequently, it’s mandatory that videos and images 
must be free of noise for processing. Images are often corrupted by additive or multiplicative noises[11]. Videos 
and images are deformed by noise like salt and pepper noise, speckle or gaussian noise. 

Images are corrupted by different noises during the acquisition process, transmission or storage process. 
Denoising and enhancement is often important and those are first steps to be taken before any information is 
extracted from images data. It is necessary to apply an efficient and correct denoising technique [12] to avoid 
faulty data Image noise which may be caused by sensors and environmental conditions which are unavoidable 
situations. Identifying noises in an image and applying the correct denoising filter is complex work. Techniques 
used for denoising images are removing noise by Median Filter, Wiener Filter, Bilateral filter etc. The quality 
of the image is improved after applying these methods. 

 

2. Literature Survey 

 

The researchers in the below mentioned papers worked on image enhancement techniques: 
N. Mohanapriya and B. Kalaavati [1] worked on medical images where they considered spatial domain 
enhancement techniques and image quality was analyzed based on their performance. Researchers have worked 
on various techniques to enhance ethe image using the tool called MATLAB. Noise was removed from an image 
maintaining the image quality. 
S.S. Bedi and Rati Khandelwal [2] showed an outline of various techniques in image enhancement considering 
spatial domain as well as frequency domain. Researchers also showed the short comes and the need in this field 
of research.  
R. Chanana, Er. P Kaur Randhwa, Er. N. Singh [3] worked on Scanned Electron Microscope (SEM) images and 
presented the results on Contrast Stretching, Histogram Equalization, Local Enhancement Method and 
Histogram Statistics enhancement techniques. 
Adin R. Rivera, B. Ryu, O. Chae [4] came up with an algorithm which considers the entire image and enhances 
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it accordingly like edges are sharpened, fetches the details hidden in the textured region etc. The enhanced image 
is obtained by considering the mapping function for each pixel.  
R. Garg, B. Mittal, S. Garg [5] worked on rice image and used various enhancements algorithms like contrast 
limited Adaptive Histogram Equalization algorithm, Equal area dualistic sub image histogram equalization 
algorithm, and Dynamic Histogram equalization algorithm. Also, researches have provided the experimental 
results using the measuring factors like PSNR, AMBE, contrast and visual quality.  
 K. R. Hole, V. S. Gulhane, N. D. Shellokar [6] worked on canonical genetic algorithm and showed a better 
result after image enhancement and image segmentation techniques were implemented. This work was carried 
out without the prior knowledge of how the image was degraded. 
Arun R, Madhu S. Nair, R. Vrinthavani and R. Tatavarti [7] projected a novel technique by which low contrast 
images can also be enhanced and the method is alpha rooting. The researchers have converted the image using 
discrete cosine transform worked on it by applying alpha rooting to magnitude coefficient, converted back to 
spatial domain and the results show that this approach leads to better enhanced image.  
N. R. Mokhtar, N. H. Harun, M. Y. Mashor, H. Roseline, N. Mustafa, R. Adollah, H. Adilah, N. F. Mohd Nasir 
[8] worked on leukemia images by applying techniques of image enhancement in contrast stretching like local, 
global, partial, bright and dark contrast stretching. The result shows that image quality will be improved by 
partial contrast stretching. 
A. Roy, S. Bandopadhaya, S. Chandra and A. Suhag [9] worked on real time still and streaming images where 
the authors worked on detecting impulse noise in an image and applied fuzzy filter to restore the original pixels. 
Results shown by them have proven to be improved in terms of peak signal to noise ration.  
H. K. Rafsanjani, H. Noori and N. Naseri [10] worked on impulse noise, by considering ENI operator they could 
differentiate between noise and noiseless values. The results are shown in both measures quality and quantity 
wise which shows the good performance. 

 
3. Methodology of the Proposed Model 

 

3.1 Process flow 

Noise is present in different forms in different images; hence we need to identify appropriate noise. Following 
which correct filter/transform needs to be selected based on type of noise in image. Noise removal/reduction 
sometimes leads to loss of edge information; hence it is necessary to preserve edges and remove only noise. 
Various enhancement techniques like histogram equalization, CLAHE and others can be added to improve the 
interpretability of images. 

 

 
Figure 1: Block diagram of proposed model 

  
 

 
3.2 Classification of noisy images 

For image classification, we have used a pretrained neural network, Googlenet. Classification of images based 
on noise present in them. A datastore of images is created. That allows us to read and process data stored in 
multiple files on a disk, or a database as a single entity. Next the images are split into two groups one for 
training and the other for testing. Data augmentation is performed to make the images suitable for neural 
network. Next, we train Googlenet on our dataset. 
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3.3 Types of noises in an image 

We considered three types of noise which are commonly found in images. They are Gaussian, Sаlt and Рeррer 
and Speckle noise. Gaussian noise is one of the most соmmоn noise in the images. Due to the sensor noise 
caused by poor illumination Gaussian noise appears in the image and also due to high temperature and 
transmission. Sаlt and Рeррer noise is also called as impulse noise.  This noise is used by white and dark pixels 
i.e., 0’s and 1’s disturbances distributed all over the image signal. Speckle noise is the granular kind of раttern 
present in the radar coherent images. Under laser light illumination due to interference of scattered light results 
in the formation of speckle noise in images. It is found in the airborne images and Synthetic aperture Radar 
image (SAR). If speckle noise present in SAR oceanographic images it will be difficult for image interpretation 
for further process in image processing. 
 
3.4 Noise removal filters 

The noise present in an image has to removed using a suitable filter. Depending upon the noise present in an 
image, one among the following filtering technique is applied to the image: 

● Median Filter 

● Wiener Filter 
● Wiener Bilateral Filter 

Median filter: The median filter is used to remove the salt and pepper noise present in the image and this filter 
also used to preserve the edges in the image. This filter also enhances and smoothens the image. A sliding 
window of window size 3*3, 5*5, 7*7, is moved all over the image pixel by pixel and the center pixel value is 
replaced with the median value of all its neighboring pixel values. This filter is also called as non- linear filtering 
technique. 

Wiener filter: Wiener filter is one of the most important images denoising techniques for noise such as gaussian 
noise, which along with denoising removes blur in images caused by linear motion or unfocused optics. Wiener 
denoises images based on estimating statistics for each neighbor pixel. 

Wiener Bilateral Filter: This filter may be a combination of Wiener and bilateral filter. It gives simpler results 
than individual filters. This filter gave best results for speckle noise. The bilateral filter helps in edge preserving, 
noise reducing and also in smoothening the image. In this filter each pixel intensity value is replaced by weighted 
average of pixel values nearby. 

3.5 Image enhancement technique 

After Image denoising using appropriate filters image enhancement technique is applied as a part of next stage 
of the proposed methodology. We used CLAHE technique for image enhancement. Histogram equalization 
works well when the histogram of the image is confined to particular region. If histogram is applied all over 
the image the lighter pixel values become much lighter and we may lose most of the information due to over 
brightness. So, to overcome this problem we used adaptive histogram equalization. Here images are divided 
into blocks called “tiles” and then histogram equalization is applied on each of these blocks if there is a noise 
present in block it will get over amplified to avoid this contrast limited adaptive histogram equalization 
(CLAHE) is used which clips the noise more than the threshold or the clip limit. These excess values are 
accumulated and redistributed in the image. The resulting new tiles are stitched using bilinear interpolation to 
produce an output with more contrast. We comparatively studied the histogram equalization and CLAHE 
technique on denoised images. But we got better PSNR values and a better pleasing image for CLAHE 
technique compared to histogram equalization. 
 

 

4. Results and Discussions 

 
The below figures show all the three types of considered noises i.e salt & pepper noise, gaussian noise and 
speckle noise without and with enhanced images. Figure 2 shows for salt & pepper noise before and after 
applying enhancement technique for grey image. Same is shown for color image in figure 3. Figure 4 & 5 are 
shown for Gaussian and Speckle noise respectively. 
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Figure 2: Original gray image with salt and pepper noise (left), 
enhanced image (right) 
  

Figure 3: Original color image with salt and pepper noise (left), 
enhanced image (right) 

 

Figure 4: Original color image with Gaussian noise (left), 
enhanced image (right) 
 
 

Figure 5: Original color image with Speckle noise (left), 
enhanced image (right) 
 

 

The below tables 1, and 2 show experimental results of various PSNR values obtained for different noise levels in 
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each type of noise. The best filter for a particular noise is highlighted in yellow color in the table. The same data 
is plotted on a bar graph (figure 1 and figure 2) for better visualization. And also, the performance analysis of 
CLAHE technique on images is also obtained which is shown in tables 3, 4 and 5 and plotted used a bar graph 
which can be seen in figures 8, 9 and 10. As the window size of filter increased, we got the better PSNR values 
and thereby the image quality also enhanced. 

Table 1: PSNR comparison for different denoising techniques for Gaussian noise 

 

 

 

 
 
 
 
 
 

Table 2: PSNR comparison for different denoising techniques for Speckle noise 
 

 

Figure 6: Performance of image denoising filter techniques under Gaussian noise 

 

Figure 7: Performance of image denoising filter techniques under Speckle noise 
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Table 3: PSNR comparison before and after enhancement using CLAHE for salt & pepper noise 
  

 
 
Table 4: PSNR comparison before and after enhancement using CLAHE for gaussian noise 

 
 
 

Table 5: PSNR comparison before and after enhancement using CLAHE for speckle noise 
 

 
 

 
 
Figure 8: Performance of CLAHE technique after denoising the image under Salt&pepper noise. 
 

 
Figure 9: Performance of CLAHE technique after denoising the image under Gaussian noise 
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Figure 10: Performance of CLAHE technique after denoising the image under Speckle noise. 
 

5. Conclusion 
 

Сlаssifiсаtiоn of noisy images employing а pretrained neural network (NN) by means of transfer learning is 
employed. In our work, we have соnsidered three kinds of noise; Gaussian, Sаlt & Рeррer and Speckle noise. 
For transfer learning gооglenet is being used. Images are classified based on different noises present in them. 
Several well-known image denoising techniques like Wiener filter, Median filter, Wavelet Transform, Bilateral 
filter were implemented and analyzed on the classified images and their performance was соmраrаtively studied. 
The quality is evaluated by using different noise Levels and РSNR. From the experimental result, it was found 
that Wiener filter gives better РSNR value for images with Gaussian noise. Its performance was shown to be 
соmрetitive with or exceeding the performance of other algorithms. Similarly, the Median filter gave better 
РSNR value for images with Sаlt & Рeррer noise. Bilateral filter worked best for speckle noise images. Image 
enhancement was implemented using CLAHE technique. 
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Abstract. It has become easier to access agriculture data in recent years as a result of a decline in digital 

breaches between agricultural producers and IoT technologies. These future technologies can be used to 

boost productivity by cultivating food more sustainably while also preserving the environment, thanks to 

improved water use and input and treatment optimization. The Internet of Things (IoT) enables the 
production of agricultural process-supporting systems. Referred to as remote monitoring systems, 

decision support tools, automated irrigation systems, frost protection systems, and fertilisation systems, 

respectively. Farmers and researchers must be provided with a detailed understanding of IoT applications 

in agriculture as a result of the knowledge described above. This study is about using Internet of Things 

(IoT) technologies and techniques to enhance agriculture. This article is meant to serve as an introduction 

to IoT-based applications in agriculture by identifying need for such tools and explaining how they 

support agriculture. 

Keywords:  Internet of Things (IoT), Internet of Lighting, Fertilization, Agriculture, Remote, 

Communication. 

 

 
 

1.  Introduction 

The advancement of science and technology, the global GDP has risen consistently. As a result, the 

presence of this reality has encouraged the development of smart farming, which use sensors and 

irrigation systems to manage crops as they grow. With sensor-based computer applications, more 

accurate information about the crop, soil, and environment may be gathered. It promotes high-quality 

process and raw materials throughout the entire product process. This is because utilising the Internet 

of Things in smarter agriculture makes it more competitive than traditional methods. Combined with 

IoT-based smart agriculture technologies, organic agricultural agriculture and family farming may see 
a benefit. It is the case that between agricultural producers and IoT technology, a digital breach has 

occurred, thus farmers are not vulnerable to IoT assaults. Sustainable use of water and input and 

treatment optimization will allow farmers to produce more food while also preserving the 
environment. To include agriculture in smart use of natural resources, usage of technologies such as 

remote control, decision support tools, automated irrigation systems, frost avoidance, and fertilisation 
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is required. These activities are supplied by IoT technologies, which provide devices like as hardware, 

intelligent apps, integration platforms, control procedures, operating systems, and cloud computing. 

The benefits of IoT and the Internet may be gained through the Cloud of Things, which combines IoT 
with cloud computing.  Another requirement for the IoT is for it to provide society with information 

transparency. This work summarizes the current IoT-based agricultural tools and applications, which 

are broken down into distinct areas [1,2]. The aim of this paper is to describe all these topics in detail, 
as well as discuss the advantages of using IoT-based technologies in agriculture. 

 The yields obtained with less capital and labor have improved over time, with significant 

innovations having been made in human history. However, as long as the population rate is high, the 

demand and supply cannot balance, regardless of the periods. The numbers that have been estimated 

say that in 2050, the world population will be around 25 percent larger than it is now. In the vast 

majority of the growth predicted for the developed countries, it is expected that much of it will occur. 

Urbanization is expected to increase even more rapidly in the future, and about 70 percent of the 

world's population will be urban by 2050 (currently 49 percent). A further factor contributing to food 

demand is that income levels will be multiple times what they are now, which will lead to further 
increases in food demand particularly in developing countries [3,4]. 

 Consequently, dietary preferences will change from wheat and grains to legumes and then to 

meat. To meet the increased demand for food due to an increasingly urbanized and wealthy 
population, food production must increase by a factor of two by the year 2050. This prediction is 

particularly important because of the current prediction of approximately 2.1 billion tons of annual 

cereal production and the prediction of a rise in meat production of over 200 million tons to meet the 

predicted demand of 470 million tons. Crop processing is playing an increasingly important role in 

industrial economies as well. On top of that, the bio energy demand began to increase in the food 

crops-based bio energy market. From the start of the twentieth century until now, only the 

manufacture of ethanol has used 110 million tons of coarse grains (approximately 10 percent of the 

world production). Food protection is in danger due to the rise in industrial and other uses of food 

crops for bio-fuel production. the scarcity of agricultural capital is making the demands even more 
onerous. 

 

2.  Literature Survey 

The deployment of IoT in agriculture has the potential to affect our society and the rest of the world. 

Nowadays, we see weather, soil, and water drying up as land that's critical to agriculture declines, 

making it harder and harder to produce food. Agriculturalists will benefit from using Internet of 

Things (IoT) technology, which will help them cut down on generated wastelands while also 

improving production. This figure could stem from the number of missions the farmhouse automobiles 

have performed, or from the amount of compost used in the composting process. A smart agriculture 

system may be defined as a food system that utilizes emerging nutrition that is uncontaminated and is 
accessible to a wide number of people. With the expansion of the entire Farming system with the 

addition of the Smooth Agricultural IoT platform, the Internet of Things (IoT) plays a larger role in 

agriculture. Although the Internet of Things (IoT) is utilized in Farming, it has saved not only the time 
of agriculturalists but also massive quantities of liquid and power, thanks to the interconnectedness of 

devices and services. It is able to preserve frequently encountered topographies including moisture, 

high temperature, soil, etc. and offers real-time surveillance through the crystal-clear map. In 

agriculture, embracing Internet of Things (IoT) will yield various benefits. For example, the 

farmhouse automobiles have accomplished numerous missions. Smart agriculture is thus basically an 

integrated, uncontaminated method of emerging nutrition that supports crowds. The smooth 

agricultural system extends the farming system by not only watching the soil, but also physically 

monitoring it [5,6]. Even though individual devices and networking aren't directly saving the 

agriculturalists' time, the Internet of Things (IoT) is negatively affecting wasteful spending on assets 
such as Liquid and Power. The overall goal of this model is to preserve frequent topographical 

features like moisture, temperature, soil, and other information, and provide a real-time crystal-clear 
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surveillance. In addition to the advantages described above, agriculture will benefit from 

implementing Internet of Things (IoT). 

Tunable Fields:  Precision agriculture is a way or practice that makes the farming process more 
correct and managed to raise live stocks and grow crops. The use of IT and objects such as sensors, 

self-supporting cars, computer hardware, control systems, robotics and many others. The main 

additives are in this technique. Precision farming using IoT  is presented in figure.1. Precision 
agriculture has become one of the most well-known agricultural IoT initiatives in recent years and this 

technique has begun to be used by a large number of organisations. 

 

 
Figure 1. Precision farming using IoT [1] 

 

 Data Analytics: The predictable database system now has not enough parking space to store 

the facts from the IoT sensors. In the clever agriculture machine the cloud based mainly facts garage 

and a stop-stop IoT platform plays an important part. These structures are expected to play a vital role 
in finishing higher sports. In the IoT universe, sensors are the main source of massive facts. The 

numbers are analyzed and the use of analytical equipment converted into meaningful facts. The 

analytics of records helps to evaluate temperature, farm animal conditions and crop situations. The 
statistics collected use the technical advances and make better decisions for this purpose. You can 

understand the plants' real-time reputation using IoT devices, by collecting the facts from sensors[7,8]. 

You will gain a perception using predictive analytics to make better decisions on harvesting. The 
fashion analysis allows farmers to understand future climatic conditions and vegetation harvesting. 

IoT enabled farmers to maintain the quality of the vegetation and the fertility of the land in the 

agricultural industry, thus improving and improving the amount of products exceptional. 

 Climate Conditions: Climate plays a vital role for agriculture. And mistaken climate know-

how deteriorates the quantity and the first class of crop production considerably. But IoT answers 

allow you to know the weather situation in real time. Within and outside the agricultural fields, sensors 

are mounted. They collect environmental statistics that are used to select the right plants that can grow 

and sustain in precise climatic situations. The entire IoT atmosphere consists of sensors that can locate 

conditions such as humidity, precipitation, temperature and more accurately in real time. There are 
various sensors that have to be hit on each of these parameters and configured to fit your clever 

agricultural needs. These sensors reveal the situation and climatic conditions of the crops around them. 

If any troubling climatic conditions are established, the ship is an alert. The lack of physical presence 
in troubling climatic conditions, which eventually increases productivity and helps farmers to gain 

higher agricultural authorisations, is eliminated[9,10]. 

 Smart Greenhouse: Greenhouse agriculture is a technique complementing crop yields, 

greens, end results etc. Greenhouses handle environmental parameters in two ways, either manually or 

by a proportional control mechanism. However, these approaches are much less successful because 
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manual intervention has risks, including production loss, energy loss and labor prices. A smart, IoT-

based greenhouse now does not simply track but regulates the environment. There is a need for human 

action. Various sensors that are in line with plant requirements are used to monitor the environment in 
an intelligent greenhouse. A cloud server then creates a computer for remote access when associating 

IoT usage. The cloud server confidentially enables records to be processed and manages the flow. This 

design offers farmers the best and most effective solutions with minimum and almost no manual 
intervention. 

  Agricultural Drones: Scientific advances have almost revolutionized agricultural operations 

and there is trend disturbance with the advent of agricultural drones. Ground and aerial drones are 

used for the fitness assessment, crop inspection, planting, spraying of crops and field assessment. With 

the right approach and preparation based on real reality, the drone generation has given the agriculture 

industry a strong push and overhaul. Drones with thermal or multi-spectral sensors select areas where 

irrigation changes are necessary. When plants begin to grow, sensors indicate their health and measure 

the index of their plants. Clever drones have eventually reduced the environmental impact. The 

technology based Smart farming using Drones is presented in figure.2. The consequences were such 
that there was a great reduction in the chemical effects of groundwater and Livestock Internet 

monitoring correspondences allow farmers to obtain materials about their livestock's neighborhood, 

proper life and welfare [11,12]. This calculation allows them to recognize their livestock's position. 
Such as identifying animals that are uncomfortable in order to divide the herd, preventing the disease 

from developing for the whole animal. The feasibility of farmers with Internet of Things (IoT)-based 

sensors to locate their farm animals helps them to transportation of depressed hard work charges by a 

significant amount. 

 

 
Figure 2. Smart farming using Drones [2] 

 

3.  IoT Irrigation System 

Figure 3 illustrates a typical IoT Irrigation system.  Crop docking and air temperature measurement 

sensors are connected to the network gateway by means of a Wireless Sensor Network (WSN). ZigBee 

is a popular choice with many different applications since it is simple to implement and personalise. 

The connection to the Internet will be at a lower cost since this software only requires a limited 

quantity of data capacity. 4G LTE mobile communications are being used to connect to the Internet 

wirelessly. Mobile network data is sent to the cloud-based web services that are subscribed to, and the 

data is made available to other cloud-based web services[13,14]. Software that has the ability to 

integrate all kinds of data and combine it with CWSI models to create irrigation index values is able to 

analyse agricultural land data and, based on this information, can apply CWSI models to assess water 
need. Weather service and satellite imagery are other relevant sources of information, and the results 

are irrigation index values for each area. The data provided to the network gateway is sent to a 
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controller for irrigation management, after which it is forwarded back to the gateway. Both data and 

results, as well as making changes to terminals, may be seen via specialised web applications, and 

farmers may also use these web apps to provide other farmers and professionals access to their data 
and outcomes. 

.  

 
Figure 3. IoT Irrigation System [3] 

4.  Smart Cow Farm 

In addition to cattle farming, IoT technology is also used in livestock farming. With the use of IoT 

sensors on the cows and the use of smartphones or tablets, farmers can easily find cows and detect 

significant animal welfare issues like rumination and lameness. As farmers use Internet of Things 

(IoT) technology to convert their animals into the so-called Internet of Cows, connected cows, or 
intelligent cows, their animals will come to be known as Internet of Things cows. As far as cattle 

farming and/or ranching is concerned, the Internet of Things paradigm may help by improving water, 

power, nutrition, and other resource production while also preserving animal welfare. Additionally, it 

gives farmers the ability to organise information, create reports, categorise cows, and track the life 

cycle of each animal [15,16]. IoT has given farmers tough issues like identifying cow estrus, which 

has long been a challenge for the dairy industry. When it comes to cows, the farmer will spend 

anywhere from 20 to 30 minutes four to five times a day in the stables to check whether the cow is in 

heat, which is a symptom of estrus. In figure.4. Presented an technology base IoT Smart Cow Farm 

system. The majority of instances occur at night while the farmer is asleep. There are a number of 

additional examples, such the animal disease "cattle lameness" which has a major impact on cows' 
productivity in terms of output, fertility, and lifespan. The importance of these problems has 

diminished because of the use of IoT technology. Cows equipped with IoT sensor tags are connected 

to their ears, necks, or legs to track their daily labour and overall well-being every 24 hours. After 
gathering data, the results are analysed using complex statistical and empirical models to determine 

whether a cow is in heat. As a consequence, the IoT solution detection rate may reach up to 95%, 

whereas conventional methods achieve detection rates in the range of 55 to 70%. Fully integrated IoT 
health monitoring systems are designed to provide accurate and dynamic diagnostics of lameness. In 

the smart cow farm, both animal sensors and other nearby sensors will be used to collect varied data. 

Data is used for automated equipment control, as well as animal status monitoring and user decision 

recommendations. Diversified sensors are miniaturising, reducing prices, and increasing performance, 

which will lead to more specialised IoT solutions to assist cow farmers. 

 



AMSE 2021
Journal of Physics: Conference Series 2089 (2021) 012038

IOP Publishing
doi:10.1088/1742-6596/2089/1/012038

6

 

 

 

 

 
 

 
Figure 4. IoT Smart Cow Farm [4] 

5.  IoT Can Improve Agriculture 

The Internet of Things (IoT) is used by farmers to implement certain IoT methods for enhancing their 

agricultural. Concentrated penalties for these practises may persuade farmers to abandon them. 1. D 

ata; loads of information such as weather, good soil, crop development, or animal health gathered by 
smart agricultural sensors These data may be utilised to help your business enhance the smartness of 

its country and its workers' overall performance, productivity, and efficiency. 2. Reduced production 

risks due to improved switching over internal techniques. If you are able to anticipate the outcome of 

your manufacturing, you can plan ahead and be better prepared to deliver your goods on time. If 

exactly how much undergrowth you are going to cultivate, you might persuade your products that their 

sale is increasing. 3. Increased business efficiency by process mechanization. You will master various 

technologies through the building period, e.g. drainage, composting or pest control by applying 

smooth strategies. 4. Budget organization and unused decrease awareness of the manufacturer by the 

increased controller. If you are smart to see irregularities or control fitness in harvest, you can 
moderate the dangers behind your products. 5. Improved dominance and capacity growth. Improved 

regulator completed construction development and established principles of production excellence and 

increasing mechanization completed with volume[17]. 

6.  Challenges of IoT for Agriculture 

The is a All smart farming responses must start with data analysis. If you can't make sense of the 

information you've gathered, it'll be of no use. As a result, you'll need strong data analytics, predictive 
algorithms, and devices to analyze the data and derive operational insights [18,19]. the equipment is 

made of of Selecting the sensors for your instrument is critical for internet of things agriculture (or 

create a custom one). The manner in which you look for information and how you make decisions all 

influence your choice. Whatever the situation may be, it is possible to discern the efficacy of your 

product based on the quality and consistency of the data you gather. Keeping up with Hardware 

maintenance is an important project in agriculture Internet of Things products, since sensors are 

commonly used in the topic and can be easily destroyed. As a result, you must make certain that your 

hardware is both reliable and simple to maintain. Then you'll have to update your sensors more often 

than you'd like. The revolution is underway, In figure .5. shows the various Smart farming tools.  In 
order to be used in the field, intelligent agricultural applications must be adapted [20,21]. To access 

the information on the website, a company owner or farm administrator must be able to use a mobile 

phone or a personal computer anywhere in the globe. Furthermore, each linked tool must be self-
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contained and have sufficient wireless diversity to connect to other devices and transmit data to the 

central server. The services available You'll need a robust internal infrastructure to ensure that your 

smart farming application runs smoothly (and that the load of records can handle it). Furthermore, the 
internal systems must be pleasant to use. Failure to make our system more user-friendly only increases 

the appeal of someone who interrupts, steals your information, or even uses your self-satisfying 

tractors. 
 

 
 

Figure 5. Smart farming Tools [5] 
 

Smart Farming is a cultured understanding of management using current devices to improve the 

quantity and excellence of sophisticated properties. In the 21st period farmers have access to GPS, 

ground browsing, data management and the internet of machinery for stuff. By measuring difference 

within a field with confidence and familiarizing the method, farmers can significantly increase the 

efficiency and more selective use of pesticides and stimulants. Smart farming is a virtual global call 

for these days [22,23]. Intelligent farming offers many possibilities including nice water, healthy 

plants. Smart agriculture is an idea for managing agriculture, with a view to controlling advanced 

know-how which includes extensive knowledge, the cloud and Internet of Things (IoT) to follow, 
look, mechanize and compare approaches. 

7.  Conclusion 

Agriculture facilitated by the Internet of Things has helped implement current technical responses to 
time explored understanding. This allowed the distance between production and pleasant production 

and quantity to be combined. Statistics The fact that more than one instrument are obtained and 

measured for real time use or garage are placed in a database guarantees rapid intervention and 

significantly less harm for vegetation. With smooth cease-fire and better execution of business 

processes, production becomes quicker and affects supermarkets in the wildest period. IoT farming 

applications are production of expressive statistics that farmers and farmers can possibly collect. Large 

owners of land and smallholder farmers need to appreciate the potential IoT demand for agriculture by 

linking intelligent know-how to increasing their manufacturing attractiveness and sustainability. In this 

paper we research the IoT application for agriculture and how farmers can expand by using the 
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Internet of Agriculture Stuff. This article examines the job opportunities of the Internet of Things 

(IoT). 
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Abstract. The pace of urbanisation has risen tremendously during the last few decades. To provide a 

higher quality of life, urban dwellers will require a greater variety of improved services and apps. The 

term "smart city" refers to integrating contemporary digital technology in the setting of a city to improve 

urban services. There are possibilities to create new services and connect disparate application areas with 
each other as a result of the use of information and communication technologies in the smart city. 

However, to make sure the services in an IoT-enabled smart city environment remain running without 

depleting valuable energy resources, all of the apps have to be maintained using energy resources that are 

kept at a minimum. IoT can enhance a city's lighting system since it uses more energy than other 

municipal systems. An intelligent city integrates lighting system sensors and communication channels 

with enhanced intelligence features for a Smart Lighting System (SLS). To control lighting more 

efficiently, SLS systems are built to be autonomous and efficient. We cover the SLS and evaluate several 

IoT-enabled communication protocols in this article. Furthermore, we evaluated several use scenarios for 

IoT enabled indoor and outdoor SLS and generated a report detailing the energy consumption in different 

use cases. By using IoT-enabled smart lighting systems, our research has shown that energy savings are 

possible in both indoor and outdoor settings, which is equivalent to a forty percent  reduction in energy 
usage. Finally, we went through the SLS in the smart city research plans. 

Keywords. Internet of Things (IoT), Internet of Lighting, Wi-Fi, Smart Lighting System (SLS),                             

Communication, Interface. 

 

 

                 

1.  Introduction 

The phrase smart city is a fairly new word that has had a high rate of dissemination in the last few 

years. The arrival of the new paradigm has fostered cooperation among academia, industry, 
governments, and organisations, with people joining in as well. In [1], the authors use a smart city as 

an example of a well-defined geographical area, in which a range of technologies such as ICT, 

logistics, energy production, and more work together to help people achieve things like overall well-
being, inclusion, and participation, while also ensuring that the environment is clean and healthy. 

Nowadays, along with practical implementations, the smart city idea has been blamed for frequently 

being solely technology-driven, and pushed only by the interests of technology firms. Meanwhile, the 
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municipality and citizens have been given very little attention. As a result, this has necessitated a more 

sustainable methodology. 

Sustainability has been well-established throughout time and enjoys widespread support. It is 
built on three essential elements: social well-being, environmental well-being, and financial well-

being. Recently, a new definition [2,3] has been proposed to refer to a “sustainable city.” It defines 

these cities as those that are able to absorb the inflow of materials and energy, as well as properly 
dispose of waste, without overextending the city's ecosystem. In other words, if a city wants to 

conserve its natural resources, then the amount of resources used inside the city should be equal to or 

less than the quantity of resources given by the environment (e.g., soil, water, or energy resources). 

Finally, since the city's activities have the potential to greatly impact the environment's ability to 

provide resources to citizens and other members of the ecosystem, pollution levels resulting from 

those activities should not overwhelm the environment's capacity to supply resources to citizens and 

other members of the ecosystem. While the idea of sustainability is quite basic and obvious, it has 

been attacked since in certain instances it does not align with contemporary societal trends, such as a 

rise in the amount of digital activity. 
The ideas' development is therefore leading to a new wave of academic debates proposing a 

new paradigm: Smart Sustainable City. In further depth, this paradigm strives to create a "smart city" 

by concurrently considering urban sustainability and smartness.  Consequently, understanding how to 
apply ideas such as these will influence the day-to-day activities of people. The information used to 

create this strategy is derived from the latest wave of technological progress, namely the increase in 

the number of IoT-enabled devices and entities. 

The IoT is at the core of technological change and transformation in many situations and 

environments by creating and managing a network of linked devices that gather information about the 

physical world and modify their behaviour based on the ever-changing context in which they “live.” 

Since IoT innovation is being introduced, smart sustainable cities will be able to enhance various 

elements of their urban administration, for instance, public transit, public lighting, e-governance, 

public safety, security, environmental monitoring, and mobility. The use of IoT technology is 
predicted to enable all of the available resources, including electricity, soil, water, people, and more, to 

be monitored, controlled, and managed [4,5]. Connection is crucial for organisations' ambitious goals; 

the most effective approach is to provide dependable connectivity to encourage efficient sharing of 

information. As such, due to the variety of different city scenarios that include varying communication 

technologies and network architectures, most instances necessitate heterogeneity of technologies and 

architectures, since they depend on the characteristics of specific services that need to be implemented 

or operational constraints, such as the availability of a power source. Connectivity, the backbone of a 

smart city, enables the implementation of services of interest to people and institutions. 

2.  Literature Survey 

In order to build a smart city ecosystem, technology has to be a critical component as well as look at 
factors such as social and human capital. Most cities now use bespoke systems and solutions to meet 

their unique requirements, however these approaches are not appropriate for other cities across the 

world, and occasionally just a subset of different elements are required [6,7]. These results synthesise 
many of the literature's findings on smart cities and their major obstacles, problems, and open 

challenges. These four problems may be split into four distinct categories, and these categories can be 

described in more depth as citizens, mobility, government, and the environment. Smart cities should 

take into consideration the quality of life of the inhabitants while also factoring in the privacy issue, 

particularly when their personal information and household-level data are concerned. Because people 

may be concerned about the introduction of new technology, or see it as invasive, this is noteworthy. 

In addition, it is critical to focus on equality, which means that everyone in the community should 

benefit from improvements in smart city technology, and in particular, no metropolitan regions should 

be left behind [8,9]. The need for a change in government models stems from the wider idea of the 
smart city concept, which involves combining institutional policies with bottom-up initiatives in order 
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to be more flexible and to improve the strength of community relations, fostering collaboration, and 

promoting communication among various entities to prevent the formation of multiple similar 

initiatives, which would not work together the most efficiently [10]. Mobile city deployment includes 
the provision of a sustainable, inclusive, and efficient mobility system for both products and people. 

Still another domain of smart city design that has not been thoroughly researched, and thus may hold 

answers to previously unanswered questions, is the incorporation of the environment into city services. 
For instance, sustainable resource management (such as water and energy), pollution, and the impact 

of urban activities can all be explored. The Key areas to deal with in a smart city are shown in 

Figure.1. 

Interoperability, as now deployments are more frequently based on private and isolated solutions, is 

currently thought of as a potential obstacle to smart city development [11,12]. To achieve affordable 

scale and maximise the outcomes, open standard-based devices must be utilised at all levels. In order 

to effectively coordinate data collecting and analytic operations across many systems, further 

coordination also is needed between the systems. 

 
Figure 1. Key areas to deal with in a smart city [1]. 

 

3.  IOT Communication Protocols Used In Smart Lighting Systems 

Size and scalability are important in SLS. An SLS's main focus is on how these different components 

may logically interact. The LU and CC should be able to communicate data via an IoT communication 

protocol stack. Various IoT-enabled SLS communication protocols are found here. Using an SLS 
requires two different ways of communication. long-distance communication A LCSU and a CC unit 

are both examples of long-range communication in SLS. SLS is typically composed of multiple LCUs 

and a central CC. Following the LU study, local LCUs link the data to a CC. LCUs are also connected 
to exchange data. A few hundred metres to several hundred miles are CC distances since each LCU is 

accessible across the city. A long-range communication protocol is required to connect LCUs and CC. 

A variety of protocols are used to link LCUs to the CC. Short-range communication, or 

communication between devices within visual range, is a wide phrase. A SLS is a short range (under 

100m) between LUs and connected LCUs. SLS uses short-range protocols to communicate between 

LCUs and LUs. Some short-range protocols (e.g., DALI [13,14]) are wired or wireless (e.g., ZigBee 

[15], JenNET-IP [16], 6LoWPAN [17]). This article will concentrate on IoT-enabled SLS 
communication protocols, since IoT use in SLS is growing. Hundreds of LUs are placed around the 

city in an IoT-enabled SLS, forming LCUs. A communication protocol should be able to communicate 

with a large number of LUs and LCUs while maintaining battery life, low cost, low data rate, and low 

complexity. Short-range IoT communications may use both wired and wireless methods. Wired 

solutions are less expensive than wireless solutions since they utilise existing infrastructure and do not 

need cables or complicated connections. suggesting wireless outdoors lights while favouring wired 
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inside lighting (for SiLS). Wireless networking standards IEEE 802.15.4 is the IoT wireless 

communication standard (Low Rate WPAN). PHY and MAC layers of the OSI Model have been 

successfully modified for low-power Internet of Things devices. Among the IEEE 802.15.4-based 
wireless protocols used for these activities are ZigBee, 6LoWPAN, and JenNET-IP. Each IEEE 

802.15.4-based protocol has its own protocol stack. 1) 802.15.4-based protocols, especially ZigBee, 

are in high demand for IoT devices and apps. The ZigBee Alliance sets the standard. As a mature 
communication protocol for usage in low- and medium-range wireless sensor networks, the ZigBee 

Alliance has maintained its commitment to support, innovation, and development. 802.15.4 

implements the MAC layer and provides additional services like encryption, authentication, 

association (only valid nodes may be connected to the topology), and routing protocol (AODV, a 

reactive ad hoc protocol). End device nodes are defined in ZigBee. The three flavours (colours) of 

SLU in a generic SLS are CC, LCU, and LU. To build a ZigBee SLS, the SLS must have one-to-one 

communication. "ZigBee is suggested by Leccese et al. Their approach uses XBee modules to 

implement the ZigBee protocol. 2) IPV6 over Low-Power Wireless Personal Area Networks (WPAN). 

6LoWPAN is built on the Internet Protocol Suite for smaller IoT devices. 6LoWPAN provides 
versatility to SLSs through data transfer and control. 6LoWPAN data packets allow sensor data and 

control message transfer. This protocol stack acknowledges each successful packet delivery. 

Combining wired and wireless networks may significantly reduce 6LoWPAN installation costs [10]. 
In this way, 6LoWPAN outperforms other wireless protocols (for example, ZigBee, JenNET-IP). The 

benefits aside, 6LoWPAN is a basic Internet of Things application platform that connects existing 

sensor networks or other IoT devices through IP. 6LoWPAN allows developers to build new 

applications such as temperature control and weather monitoring. 3) Jennic created JenNET-IP, a 

wireless protocol stack based on IEEE 802.15.4. 6LoWPAN is an improved version of JenNET-IP. 

For CC-to-LUC communication, the SLS uses an IPV6 network. JIP and JenNet are new layers in 

6LoWPAN and JenNet-IP. The JIP layer provides application-level device access. Control the system 

by stacking this layer on top of the preceding one. Developing apps that utilise this protocol layer 

allows for more data transmission. The JenNet protocol offers multi-hop capabilities [18,19]. JenNet is 
used to manage the network and safeguard outbound communications. Using JenNet-IP in the SLS 

allows for more nodes to be connected than other IoT-enabled protocols. JenNet-IP says the system 

can handle over 1,000 LUs, allowing for enormous network building. In addition, JenNet-IP, an 

upgraded version of 6LoWPAN, offers a sophisticated application development platform. An SLS 

may also create additional procedures. Z-Wave is a comparable IEEE 802.15.4 protocol to ZigBee. 

They are low-cost, low-power communication devices. In contrast, Z-wave allows for the creation of a 

mesh network rather than a single point-to-point link. The range of the devices is increased, allowing 

delivery even if the LCU fails. Z-Wave was private until 2016, however now that the specs have been 

made public, anybody may build their own Z-Wave device. In recent years, long-range wide-area 

networks like LoRaWAN have emerged. The LoRaWAN platform uses LoRa technology developed 
by the LoRa Alliance. Various protocols are discussed here, including Bluetooth Low Energy (BLE). 

BLE is best used for one-to-one communication, such as monitoring exercise equipment, computers, 

and peripherals. An inexpensive option for simple sensor networks, this network may accommodate a 
number of network topologies. This enables for many-to-many communication, which is unique to 

Bluetooth mesh. also known as wired protocols Indoor lighting (in homes, schools, and businesses) is 

part of a smart city's SLS. While wired protocols exist to link an SLS to a CCS, wireless methods 

should be used instead. DALI [21] and Power Line Communication (PLC) [20] are herewired methods 

for transmitting an SLS across short distances. PLI: Power line infrastructure is used for indoor and 

outdoor networking and communication. Using PLC in SLSs is intended to save costs by using pre-

built networks. PLC-based lighting systems include two primary hardware components: a 

microcontroller and a PLC modem. A PLC microcontroller receives, processes, and transmits control 

signals to and from a PLC modem. The PLC modem modulates and demodulates data before to 
transmission to reduce the impacts of noise and interference. Serial connection allows for data 

transmission rates up to 500 Mbps between LUs. In a PLC modem with an RF transmitter, a 
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microcontroller receives data. PLC integrated in power wires transmits most messages and controls the 

whole lighting system. DALI is a lighting standard.  

IEC standard,  DALI uses a proprietary protocol to link lighting equipment through a bus or 
star network. Digital circuitry is used to set up an SLS for DALI. A Manchester-coded frame connects 

each LU in a DALI-enabled SLS. Sensors such as motion sensors and light sensors provide and 

monitor data for the command to regulate motion as well as the reaction to that command. The DALI-
compatible devices must be connected to the two DALI terminals. DALI's 6-bit addresses limit it to 64 

nodes. DALI benefits SLSs. DALI allows the control of devices from a variety of manufacturers. 

Because it does not need several processes for various goods, this light is more efficient. Less 

electricity is utilised, saving money. DALI's total LU capacity is 64, making it useless for street 

lighting. DALI data transmission speed and interoperability with wireless sensor networks have been 

improved by Yuan Ma et al. NRZ and MPE (Manchester Phase Encoding) are used at 9600 baud. 

DALI has created a new transfer layer with sensors to enhance the lighting system's utility. 

4.  Elements of Smart Lighting System 

Sensors are the most prevalent, followed by algorithms, with everything else in between. Lighting 
control systems may evaluate the day, light spectrum, or occupancy to decide the final reaction. 

Algorithms may operate inside devices or systems to manage workloads or tasks given to them. They 

may also be operated on the cloud, eliminating the need to transmit command messages [22]. 
Algorithms may refer to many cutting-edge technological solutions that constantly shift colours, such 

as tunable lights, techniques that control colour response, real-time colour adjustments, and real-time 

techniques that help reduce energy use. Circadian cycles are often used to create aesthetically complex 

lighting patterns. The initial lighting design schematic presented in Fig.2 represents the main 

components of the design. Rather than following rigid input design requirements, autonomous 

algorithms are taught to react to user choice and gender. The biological clock that controls our 

circadian cycles, as well as numerous other systems, including as hormone release, body temperature, 

and circadian awareness, have all been shown to be influenced by lightweight in the last decade. Since 

circadian cycles rely on luminescence rather than colour correction, the spectrum of light frequencies 
from red to blue is more significant. Because the system may affect and control many physiological 

characteristics, expanding can also imply gaining power. The museum benefits from complete 

spectrum management in gardening, fine arts, and public gathering spaces, among other disciplines. 

In a network, the physical and logical layers interact at the system device level and the device 

hierarchy. Using different physical topologies, such as a loop, stars, or a combination of both star and 

bus, increases reliability and opens up expansion options. Traditional communication networks may be 

placed over wireless ones utilizing cables or wireless connecting covers in physical installations. You 

may connect to the network through wired or wireless connections. 

Lighting products have been linked with IoT networking technologies to better serve a broader 

variety of applications. 0-10V, DALI, Digital Multiplexer (DMX), Local Area Network (LAN), and 
Power Line Communication (PLC) are the primary wired interfaces used for networking. They also 

utilise wireless technologies like as infra-s GHz, Bluetooth, and infra-shred optical Lumina[23]. 

6LoWPAN, for example, uses a physical layer focused on short range and rapid network connection. 
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Figure 2. Key elements for smart lighting systems [2] 

5.  Sensors for Smart Lighting Platforms 

A wide range of working sensor technologies and communication techniques is what makes a smart 
lighting device excellent, if not what keeps it inexpensive. In contemporary IoT applications, digital 

sensors are used to alter lighting mechanisms to aid in adaptive operation[16,17]. If you know about 

low-intensity light sensors and photodiodes, can they alert you when it becomes dark? Red, green, and 

blue sensors are used for LED and CFL recolour (fluorescent) lighting to detect their primary colour, 

producing RGB material for indoor environments and optical connections, but for wireless 

applications, visible light communication (VLC) is the most important photo diode works technology.  

Creating white light by mixing individual red, green and blue LEDs as shown in figure.3. If you 

know about photo resistors and photosensitive cells that react to lesser amounts of light to alter the 

luminous flux depending on user activity. Spectroscopy is a unique and creative characteristic that 

allows us to utilise these devices to collect light in the visible spectrum. 

 
Figure 3. Concept of colour mixing individual red, green and blue LEDs [3] 

 

 
Figure 4. Sensor technologies embedded in smart lighting [4] 
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Since any type of light spectrum and any point-range is generated by a circadian lighting device, 

the control ability is critical to tuning the Color Rendering Index (CRI) and correlated color 

temperature (CCT) in real time is crucial. Sensor technologies embedded in smart lighting is presented 
in figure.4. As well as optimizing the lighting efficiency, it is known that sensors and controls which 

use LED technology may lose Luminescence levels increase with age and/ decrease over time. 

6.   Communication Interfaces for Smart Lighting 

A professional lighting system must have universal connection, either wired or wireless. DALI, PLC, 

and Ethernet are required for critical infrastructure and street lighting. Non-critical infrastructure 

lighting applications and systems may utilise Wi-Fi, ZigBee, or a commercial traffic control system. 

For various reasons, these indoor LED lighting systems prefer IEEE 802.15.4, VLC, Bluetooth low 

energy, or sub-GHz protocols. Both ZigBee Light Link and 6WAN utilise the IEEE802.15.4 Media 

and Super Access Point (AP) Layers.15 Most of them have their own code names (encoding 

standards) to indicate how secure they are [20,21]. 

 Manufacturers may build systems to connect with goods using simplified standards, data 

centre management, or automation (IPv4 and IPv6). Although based on the IoT platform, the Open 
AIS project (from Europe) is creating a framework for diverse lighting systems. A standardized 

framework for lighting interface and extendable APIs enable the light system to be utilized in a broad 

variety of building systems and independent of specific cloud services. 
 The answer to this interoperability problem is to standardize lighting protocols, which are 

helpful in situations where open ecosystems with conflicting protocols are acceptable and closed 

ecosystems are unfeasible. In this instance, utilizing lightweight protocols like Universal Plug and 

Play (UDP) and TCP may extend compatibility. 

 

7.   Future Research on Smart Lighting System 

As the IoT-enabled smart lighting system continues to grow, the rate of development is increasing. 

This part details open issues connected to the execution of smart city initiatives and the security of 

SLSs. A lot of issues still need to be fixed in order to further increase the efficiency of SLS. This has 
been around for ages. Connecting all of an SLS's components with an IoT-enabled protocol is very 

necessary. The Low-power Wide-Area Network (LoRaWAN) makes it possible for low-data-rate 

connection to be established over large geographical areas, with many different IoT devices. Several 

SLSs, each using a different protocol, need to communicate in order to create a centralized lighting 

system. Looking  at an issue from many angles To link various application domains, the concept of a 

Smart City is essential. SLS systems allow new services to be delivered to urban regions, making SLS 

more versatile. In conjunction with SoLS, low-cost autonomous solutions may be made available to 

traffic managers via smart traffic management. Additionally, weather systems using environmental 

sensors, including rain sensors, temperature sensors, and humidity sensors, may be used in SLS 

settings. Municipal services that use SLS may be less expensive and more efficient if used with other 
applications. System security system As they are centrally controlled, an attacker may target SLSs 

because this gives them access to other connected services. This also granted the attacker complete 

control over the city's lighting system, which might lead to even more severe attacks or allow them to 
totally rule the city. Sensors may be used to alter behavioral patterns that have been anticipated. With 

the implementation of future smart lighting standards, future researchers will confront difficulties. 

Unfortunately, at this time, there is no trustable method for granting and cancelling keys. A privacy 

mechanism may be employed to safeguard the user's privacy, but a complete security system may not 

be utilised. While low-power and low-cost end devices are available, security and efficiency will be 

sacrificed for them. A large and rigorous security system may slow down the functioning of the 

system and result in an increased installation cost. Implementation of inadequate security measures 

may have catastrophic results.  
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8.  Conclusion 

Energy efficiency is a critical problem in an IoT-enabled smart city setting. This is a serious issue, 

given the anticipated population growth in urban regions over the next few decades. We have devoted 
this article to discussing IoT-enabled Smart Indoor and Outdoor Lighting Systems (SiLS, SoLS) in the 

context of a smart city, where energy consumption may be reduced and operations made more 

intelligent via the use of sensors and actuators. In terms of power consumption, connection, and 
reliable administration, a variety of Internet of Things-enabled communication protocols may be 

utilised to construct a successful smart lighting system. Finally, we computed and provided the power 

consumption for SiLS and SoLS in a variety of use cases and situations. Energy consumption in 

indoor and outdoor settings may be decreased by up to forty percent when IoT-enabled SLS is used 

instead of conventional lighting systems. Finally, we addressed the benefits of SiLS and SoLS, as well 

as research difficulties for those who are interested in furthering their study in these areas. 
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Abstract. In recent years, large-scale urbanisation has been on the rise with cities being the
hubs for growth, but rural business continues to play an important role in any country’s overall
development. A recent report reveals that almost 69 percent of India’s population resides in
their villages, accounting for almost 50 percent of the nation’s GDP. This agricultural region
varies from small towns with less than 500 residents to small towns. There are also similar
situations in western nations. Despite their economic contribution, smaller villages seem to
earn fewer in terms of infrastructural expenditure. The major problems addressed in these
small towns include shortage of adequate public transit, emergency care and limited knowledge
on federal subsidies for rural areas. Our vision is to expand the Smart city to Smart village by
allowing use of recent technical advances and giving more attention to the problems in rural
areas. The approach in this chapter is to bring IoT technology to Villages by literally showing
a network of linked sensors and knowledge dissemination devices, controlling energy use and
ensuring infrastructure protection. It gives a wide-ranging vision of enhancing the standard of
living in villages and encourages them to meet the essential needs of domestic villagers.

1. Introduction
There are many obstacles in the realization of a rural development that incorporates and tracks
all of the village infrastructure and services to their fullest potential and seeks to harness the
collective intelligence In order to benefit from the Internet of Things (IoT), systems, which
involves the creation of a cloud-based network that can provide virtual process and storage
as well as well as monitoring and visualization software, it is essential to also be developed.
the integration of Information Technology (IT) and Operaional Technology (OT) objectives in
the realm of energy management, aimed at using smart billing and data analytics Enhanced
cloud-based IoT services seem to increase the system’s efficiency by allowing the management
of different collection plans and routes to be created on the fly and across the day as they
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are required. providing residents with access to environmentally friendly and affordable energy
services acts as a key driver of intelligent community services and renewable resources serves as
a basic tool for accomplishing those objective[1] and also the most of rural areas is an integrated
systems; basically, this means that most parts of rural America are non-decentralized and/ donas
an effect, most of rural America is non-centralized These clusters provide opportunity for growth,
as well as having economic benefits. Rurban is based on creation of these initiatives which offers
infrastructure growth-inducing opportunities in rural communities, as well as fostering their
socio-economic growth. For each cluster, you should be able to foresee the following additional
components: This chapter looks to deal with the transportation problems first in our healthcare
system, expands on the sanitation problems, considers the problem of an expanded education
system, describes methods for garbage management, and finalizes our highway issue lighting
control,Fleet management, Mostly, which expands the economy by incorporating agricultural
and food processing, agri-food supply and distribution, agricultural supply and distribution
mainly IoT-enabled smart village can help to reduce costs by increasing performance, allowing
more assets to be utilized, and generating a greater return on process resources. Utilizing sensors
and communications that allow it to update and assess the data in real time and information and
real-on-enabled analytics tools enables smart decisions to be implemented for sensor trackers.
What is being said about the internet’s expansion is being the growth and integration of
data, systems, and with this, it, opportunities for individuals, companies, and possibly even
industries will be increased. Information Technology and infrastructure would be necessary for
rural growth, though financial investment is necessary for the process. thousands of networking
equipment and computing devices are installed in this complex network, as well as numerous
sensors are being used in it with all these pieces of the equipment on real time, there will be
an increase in operational and repair costs because it is vital to achieve excellent reliability and
efficiency preferably sensors and reliable data control units are placed in every single irrigation
field to ensure proper information for the application of intelligent irrigation systems, broad
area data network and IoT technology an application of the influence of more sophisticated
tools and technologies in the community which caters to targeted people and issues with added
functions that lead to dependable data transmission. By focusing on conventional farming and
turning it into an IoT business opportunity, it enables the latter and creates new opportunities
for both product and technology growth for the IoT industry. The chapter presents a forum
and methodology for conducting intelligent agricultural ecosystem monitoring in a sensors-based
system that assists with cultivation-dependent research. It is made up of three subsystems, the
first of which is the GSM module, the sensor units, and the M2M Cloud Computing More than
two-thirds of India’s population resides in rural areas, rural life predominates in India[2]. It is
necessary for India to focus on villages in order to provide a central communication system, but
because of the communication issue, India’s development would be hindered. For this reason,
villagers know nothing about Ration status, the government’s scheme and funds, and those who
have raised dairy cattle or goats do not understand why they have not received funding, and
those who haven’t received funding can’t tell their neighbors, Applications on and knowledge
from which they are still only provided are able to come out, can expand into the system of
villagers and help the problem be overcome and find solutions for it. a smartphone app that
functions as a platform for farmers to introduce new farm workers and register new farm-workers
The above-mentioned android framework is a centralized management system[3]. Most of the
Indians live in a small towns and villages, which means that it is imperative to include their
views in order to really understand India. Now that people in rural areas are discovering how
helpful cell phones can be, it is important to show them that these are modern times and there
are applications that will benefit them. Information technology is a very simple to communicate
to adjust their views as well as the idea of a Smart Village, as a character. An intelligent
community expects individuals to know their role and demonstrates how to take charge of it
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by speaking about it. The amount of capital needed in order to meet the demand for digital
needs for everyone in our country is considerable, and therefore a large number of people unable
to meet that demand[4]. This chapter was formed after months of research where they are
realized the advantages of smart phones and how they can help people who live in rural areas
It is vital to have smart people in a community because they plan their various facets of the
community through their imagination and relationships with the rest of the population. It
is difficult to identify a large number of intelligent people in Indian villages, so a handful of
intelligent individuals have to be found for each group. They are need to be responsible for
furthering the education of future generations.

2. NEED FOR SMART VILLAGE
By this, the author means each country has contributed to the advancement of a city’s global
reputation as a project to build a local knowledge-based economy in the largest metropolitan
areas[5,6]. To a great extent, rural areas are in need of critical infrastructure including highways,
running water, and electric power. An effort was made to build world megacities that are
more related to one another, however, these cities struggled to provide much attention to the
large population that was currently residing in them. Often for the benefit of small towns and
rural areas, rather than the entire nations, developing and growing cities should expand rural
communities. There would be better employment opportunities for youths in the country and
thus discouraging rural-to-based youths from moving to the city. The most significant goal
of the reform will be to remunerate farmers[7,8] and work with them to maximize potential
compensation, along with mentoring and helping them to learn the ways to improve their long-
term financial position, as an occupation. The class chairmanship chairmanship extends coverage
such as crop insurance, soil health, and environmental practices to the base of the organization, as
well as he or pesticide subsidies. In this context: Vending machine (in the village) neighborhoods:
ensure economic sustainability and embrace cultural sensitivity in developing neighborhoods
and also face the same problems because of direct entry to the global market has been an
issue with several layers of intermediaries and a shortage of qualified workers. Still unable
to change the overall economic condition of a large villages, even though people are trying
to focus on enhancing their wealth and improving their access to basic necessities. Most of
the rural area people don’t have a facility to access the daily basic needs like electricity and
a fresh water supply, including irrigation. In order to succeed here, a number of strategies
can be used: make improvements to people’s innate abilities, including, though not limited to,
using technology to augment these skills Make sure to have adequate digital and informational
Technology (IT) literacy a major initiatives, as well as connect to the digital market for sure
Expanding local development allows for sustainable energy resources to be made available, such
as access to educational and healthcare facilities, a decent and secure living, water use, waste
water avoidance, and gender equality, and a power to be attained, thus paving the way for
economic growth. The IoT is an association of networking devices which is woven together
through the web. It consists of mechanical gizmos, sensors, machines, cars, and so forth apart
from the workplace. Portables[9,10] as well as PCs are included in this category. Some of these
devices are designed so that they can transmit information to various other devices on the web-
capable gadgets. Anything that has an Internet connection (gadgets) and a sensor now has a
possibility of forming a network. In other words, IoT is commonly referred to as the IoT. The
technique of interfacing various physical objects to the web is more and more commonly known
as Middleware Interface Matching (MIMO). The concept of web of a IoT was introduced by
Kevin Ashton in the year 1999, and referred to as such A society full of social network with each
member knowing their own unique address has been defined as a IoT, because each thing in
society is more connected to others now than ever. The items found in IoT identified as articles
have the ability to gather and transport data through the IoT[11,12] capable of measuring and
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moving information that are distinct from that found in person or cars have this capability. It
is by and far majority rule commonly utilized in all kinds of different business organizations.
it motivates them to work together, showcasing the upgraded management to a client, and
increasing efficiency while conveying the upgraded administration to the company, which also
strengthens the client’s organizational vision and strategy. In general, it has evolved from
microservices, distributed and MEMS (microelectromechanical systems) innovation [13]. People
interacting with a machine solely by automated means (or through using computer programs)
without human interferences are moving from M2M (machine-to-to-to-machine expansion to
M2M expansion. The unit is already primed to expand into the cloud and ready to take on
knowledge Devices are the goal of the IoT allowed. The specific use cases discussed in Fig. 1 are
the standard function of these products and systems is made clear in the expression ”embedded
everywhere,” which has been outlined.

Figure 1. Internet of Things [7]

Various conditions have been used to get information about the point (and retrieve it) such as
sensors, processors, and mechanisms to use in processing and delivering the data The components
that are part of the IoT entry point or gateway are responsible for reporting and accessing data
are also part of the network that exchange and collect it. This feature can be expanded to include
the integration of other features [14] as well, though it may not directly follow on from the other
features. Autonomous devices doodian devices only operate when they are working on their own,
without help from the operator. They can pair their devices with the computers to make setting
up and gathering data simple and straightforward. There are three distinct but complementary
processes. These are to collect information, organize information, and summarize information,
and then look at it, analyze information gathering and activities.

2.1. Collecting and Sending the Information
So far, this information has been captured and transmitted through the grid. This has largely
been finished thanks to the use of sensors. With regards to moisture, one notices that various
sensors have been used for example, some claim it appears to be a temperature sensor, others
say it is a moisture sensor, even others that it’s a movement sensor, and so on. Once these
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sensors are attached, this collects and summarizes data from a variety of different objects to
give an overall impression of the decision making process and then brings about a conclusion. in
addition, for instance, on the chance that ranchers can discover information about the dampness
on their homestead, they will know that water should be applied to it when their premises has
enough water, ranchers may make decisions about when to do it and how much water to apply.
it causes the ranchers to ensure that the water is provided in an appropriate measure for their
cattle as opposed to offering too little to the homesteads and buildings Making effective use of
available resources is an important part of the problem-solving process, so setting objectives
and keeping them firm [15,16] is also helps to protect them from being wasted. The use of this
device enables ranchers to do more and give back to the community, both economically and for
the world’s people. The sensor makes it possible for the machines to sense the environment.

2.2. Receiving and Acting
Once you have gathered the data, it also expands on it to allow you to keep a constant eye
on trends and development To our knowledge, the computers are also very remarkable in their
capabilities. We’ll find out as soon as the information is accessible, they are able to expand on
it. For example, the printer obtains the data and afterwards, the data is sent to the printer to
be printed. when the data is tracked and traced, the complexity of the network grows. There is
no human intervention required to gather the information with sensors, as long as the sensors
are used. The expand task includes getting and delivering data, collecting data, following up on
the data, and compiling the results.

3. COMPONENTS OF IoT
3.1. Sensor
The sensor is the film that associates the IoT contraption to the surface condition or individual.
As the name proposes, it recognizes the progressions and sends information to the cloud for
handling. These sensors persistently gather information from the environment and communicate
the data to the resulting layer. A model likes pressure sensors, temperature sensors, light force
indicators. Gateway: Gateway Promotes stream the executives and convention layer to move
information starting with one gadget then onto the next. It deciphers the system conventions
for gadgets and gives encryption to the information streaming in the system [17]. It resembles a
layer among cloud and gadgets that channel away from the digital assault and unlawful access
to information.

3.2. Cloud
IoT frameworks send gigantic information from gadgets and this information should be overseen
effectively to create significant yield. To store this tremendous measure of information, the IoT
cloud is utilized. It gives apparatuses to gather, procedure, and store information. Information
is promptly accessible and distantly available through the web. It likewise gives a stage to
examination. IoT cloud is an advanced elite system of workers to perform rapid handling of
gigantic measure of information.

3.3. Analytics
Analytics is the way toward changing over crude information into some important structure. IoT
analysis supports continuous research, which grabs continuous changes and irregularities[18].
The information is then transferred over into an organization that is straightforward by the end
client. Clients or business can investigate the patterns appeared in reports, foresee the market,
and plan ahead for effective usage of their thoughts.
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3.4. User Interface
The User interface is a noticeable, substantial piece of IoT frameworks. It is that piece of the
framework that connects with the end client. The data can be made accessible either in report
design or as certain activities like trigger an alert, a notice, and so on. The client can likewise
decide to play out certain activities. It is imperative to make an easy to understand interface
that can be utilized absent a lot of exertion and specialized information. The simpler the UI is
the more effective the item.

Figure 2. Componets of IoT

4. CHARACTERISTICS OF IoT
After experiencing the Introduction to IoT, presently we will find out about the attributes.
Attributes are the purpose for the accomplishment of IoT[10]. There are six principle qualities.
Every trademark includes a lot of abilities that make IoT a conquest.

4.1. Intelligence
IoT frameworks are widely used in the market as a result of their knowledge. A blend of
calculations and PC empowers the framework to advise a change in condition and take fitting
activities. For instance Systems are sufficiently astute to detect an abrupt spike in temperature
and trigger an alert for fire.

4.2. Connectivity
Connectivity is the principle normal for IoT as it empowers the framework to send information
and remain associated with different gadgets. It gives a framework to arrange availability and
capacity cooperatively.

4.3. Expressing
IoT is tied in with connecting insightfully with the external condition and people.
Communicating empowers this intelligence. Communicating permits us to show yield into this
present reality and contribution from individuals and the earth.
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4.4. Sensing
Sensitivity implies mindful of the progressions around us. Sensor advancements furnish us with
the way to make the experience that mirrors attention to changes in the physical world and
individuals in it. It helps in communicating[19]. This structures the contribution of the IoT
framework and gives a superior comprehension of the unpredictable world around us.

4.5. Energy
Everything in this world is driven by vitality. IoT frameworks are made savvy enough to combine
vitality from the external condition and monitor it. It is likewise made vitality effective to work
for a more extended term.

4.6. Security
Wellbeing and security is the most significant element of any framework. If the framework isn’t
make sure about to digital assault and illicit mediation, no one will utilize it. IoT frameworks
manage individual information that is the reason it’s a commitment that all security measure
ought to be taken consideration in this framework. All IoT frameworks are sufficiently secure
to manage individual information.

5. APPLICATIONS OF IoT
There are various applications of the IoT including buyer-provided IoT, startup Internet Things,
manufacturing Internet Things, and mechanical uses. Additionally, these applications can be
mobile, electric, vitality, and other. smart-savvy homes and hot-blooded computers, warm-
willed appliances can be aided by PCs and mobile phones (PC and phone regulated ventilation
and climate) Clients will be able to have sensors with which to collect and analyze their own
information, and which will transmit the data to additional developments, in order to make
their lives simpler. These are just a few of the models that may include being sophisticated,
being shrewd a vehicle that is meant to make money, a program that creates revenue, or even
being wearable. Due to the fact that the systems are well-designed, the costs are kept low
and temperatures can fluctuate, making life in the region more bearable[20]. an extremely
efficient cultivating and extensive growth-regulating system enable growers to discover and
control whether or not specific traits, such as mugginess, dampness, and yields, are developing
This encourages the talented people to aspire to be enlightened, clever meters, as well as city
infrastructure such as streetlights and disinfection.

5.1. Scope
Its extent is wide and enormous in this day and age as everything is associated with the Internet.
It associates the gadgets in the different frameworks to the Internet and the gadgets or articles
speak to themselves can be controlled from anyplace. It helps in accomplishing more information
and spots, more methods of expanding the effectiveness, and improving wellbeing and security.
It causes the association to expand the presentation through IoT investigation and security
to accomplish great outcomes. There are numerous associations like oil and gas, protection,
producing, transportation, foundation, and other retail parts that can get advantages from it
and some areas of now accomplishing the advantages from it. The IoT stage, for the most part,
empowers the gadget or article to an onlooker and to recognize and comprehend the circumstance
without getting the assistance of individuals or some other human intercession. In this way, the
extent of the IoT is incredible later on and its previously demonstrating the outcomes also.

5.2. IoT Security
The IoT is associated with billions of gadgets with web and an immense number of information
focuses are engaged with gathering, moving, and sending the data. Because of its long structure
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and extended surface, the security and protection of IoT are the immense worries for the various
associations. As these gadgets are firmly associated, the assailant can misuse one weakness to
control the entire information in one go and the gadgets that are not refreshed normally are the
primary explanations behind these sorts of assaults. Other individual data like age, address,
and Mastercard subtleties, and so on are likewise being given by the client when the gadgets are
associated with one another by means of different methods. These gadgets are acquired to sell
the clients very own data. It likewise represents the hazard to foundation, power, transportation
and budgetary help, and so on.

5.3. Audience for Learning
The right audience for learning these is engineers, venture chiefs, as well as others who value
creativity, entrepreneurs, would be individuals who are into business specialists, as well as
business investigators who’re eager to discover IoT. The challenge for entrepreneurs is to gain
awareness of new ideas that are appearing on the market, how these ideas interconnect, and use
this knowledge to bring their own invention to the world and gain an added value. It lessens
the amount of manual work and time it takes. Although this requires additional resources to
implement, there are fewer variables that can easily be accounted for in the costs of expansion.
To be sure, there are many steps to be taken. The IoT include proficiency with the ability to
acquire internet friends and acquaintances through an easy-to-use medium, whether it be online
or not [21]. The process of developing recordings into objects is highly effective, but there is still
some use that can be made of the recorded materials. Workers are drawn to joining professional
associations because they expect things to change and to be developed through networking with
their peers and also because these relationships help their company, according to research. All
inside work and plans have been approved and will be carried out by the organizations in support
of their members and customers to locate the criticality of the IoT.

6. THE IDEA OF SMART VILLAGE
People now live in big cities in greater than in proportion to their population percentage of the
population. This may be the reason that both researchers and governments focus on building
sustainable cities, since the idea is that they have their resources with them, and are efficient
enough to remain so Using sound and prudent fiscal planning, these cities may apply their
resources in a useful and well-directed manner The same concept can be applied to the rural
towns as well. The economy of the majority of which is dependent on agriculture is rural is like
in India, in which the population has a strong growth potential Compared to the people in the
big cities, life in small towns is not as easy, and it’s generally harder in villages as well[13,14].
When you work to help the growth of the cities and villages, you have to also strive to improve
the quality of life for the people who reside in them. With a certain amount of effort, specific
concepts from smart city can be put into small towns. Even, as an example, the use of cameras
and sensors in streets, such as traffic surveillance and healthcare among others However, on the
other hand, it is necessary to develop such solutions and introduce new methods of use, including
cattle/livestock farming, which can work only with simple ideas. Various aspects of the villages
are considered in the subsequent sections; next will consider how well villages are doing with
the use of IoT and the quality of life, leading to a detailed look at Smart Village practices. To
create a Smart village, one must first determine all the artifacts that interact with each other
and next identify the possibilities for integrating them. Then sensors, cameras, switches, and
other devices will be placed that are much larger and serve other purposes, such as fixed alarm
buttons will be added[15]. This array of sensors and related equipment will be connected to the
internet, which will generate a massive amount of data that can then be stored and processed
in the cloud servers. Even after taking care of all the logistical issues, this data can be mined
for finest details with Big Data analytics like Hado. At the end of the day, the goal is to achieve
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smart homes, climate control, security, and class management are also sought after.

6.1. Smart Buildings
Smart homes and buildings uses sensors and cameras to track and collect information about
all aspects of life within them. Constant data will be generated, which means you will have
constant feedback about what is happening with your project. for example, sensors can be found
in a house, whooshing the sprinklers to fight fire, if they sense smoke is nearby, and starting
to extinguish. Also, the sensors track energy use and disable and light switches allow home
and building automation to be turned off when there is no longer a need for them. Access to a
greater energy capacity is the critical need in rural areas where you can’t have power at all times.
According to the existing security measures, the building’s security can be closely monitored
with cameras and corrective measures can be implemented to counter any irregularities. Water
levels and pressure can be assessed in the water tanks and used to refill them when there is a
problem.

6.2. Smart Weather and Irrigation
Making sure that accurate weather information is accessible to the villagers is an asset. The
majority of rural populations subsist on a steady-state subsistence economy, in which agriculture
is their main source of income. In theory, the use of environmental sensors helps farmers in
many ways, but it does not fully and completely describe the weather since sensors can only
detect conditions and not predict it. a large number of farming operations, including planting,
watering, and harvesting all rely on the weather. With the ability to use sensors in the fields
and to measure the flow of water, it is possible to implement effective irrigation methods that
allow full use of available resources. If it’s going to rain the next day, it is highly recommended
that the crops be watered on an extra day to provide them with sufficient water. Every bit of
information on farming techniques, from environmental conditions to economic forecasts, can
be supplied to farmers via cell phones. proximately gaugedometers in the water-related projects
and for example, water levels in the dams and reservoirs can be measured to identify how much
the water projects may need to expand.

6.3. Smart Farming
As the primary production is a fundamental necessity for any community, farmers must be able
to reap the greatest value from the systems of IoT and Smart village. In order to have complete
food traceability, the produce needs to go from the field to the table. sensors and other data can
be used to keep track of anything from the whole activity sequence of activities. Many who are
interested in the process are the growers, purveyors, business people, packers, warehousers, and
transport firms, as well as well as the dealers, transporters, in addition to retailers. can help
the farmers make informed decisions on what type of crops to plant, the sensors can monitor
the germination progress of each week in the fields, and guide farmers using sensors to decide
what type of application methods, including row-specific or nutrient-drip-dependent, should be
used, can advise on the need for water application, and perform yield predictions based on the
soil or climate With remote sensor and satellite imagery, it is possible to predict which kinds
of diseases and pesticides the farmers are most likely to have in their fields. Their farmers’ cell
phones is state of the art in order to keep them up on what’s new in agriculture. if the device
identifies an emergency, an emergency, a safe procedure may be automatically followed and take
appropriate action[16]. Caleb understands this because his father and grandfather farmed wheat
for many decades before the time of mechanization, but also because he was the victim of an
earlier example which has been previously discussed. For example, a small sparks can set entire
farms on fire, which makes bigger farmers very angry. There are environmental sensors that
can sense smoke at the start of a fire and automatically begin to flow water to extinguishing
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it before it can get out of control. This also pertains to sensors, which can detect ripening of
vegetables and fruits and the moment they are ready to ship, helping the produce companies
prevent delays before they occur. Once you’ve chosen the produce to be sold, the appropriate
locations in the market, suitable plans should be developed to facilitate sales.

6.4. Smart Dairy
Dairy has enabled secondary activity, and business to increase. Having the use of sensors and
cameras in the barn or herdery will help farmers in better supervising their work. Any possible
variation is shown as a warning message and any identified changes are reflected by procedures
are brought into play. Smart devices may be used to regulate the animals’ temperature in the
ideal range. As in the above statement, it is possible to track the food, water, and health
necessities of cattle in the same way. You run the risk of someone or something getting sick if
you graze livestock in the open fields without an adult. Sensors in the fields will enable farmers
to cut their staff numbers by eliminating the need for human oversight, which means they can
operate more efficiently.

6.5. Smart Healthcare
Additional healthcare and medical services are required in the rural areas in order to raise the
quality of life. The community pharmacies and healthcare facilities in the dispensaries need to
be connected to each other in order to supply their requirements. in order to allow the sensors
to record various medical devices to communicate with the patient, movement, tissue wounds’
rate of circulation, and body temperature, among other things, are typically installed in the
patient’s beds. Multiple machines including X-rays, CT scans, ultrasound, and other reporting
devices send data to the doctor instantly expand on these reports to become more detailed. such
basic services will contribute to the overall health of the health of the villages.

6.6. Smart Surveillance System
As the population densities are lower in rural villages are more remote, the police stations
are far away, and less crime is being reported, security is likely to be less effective Because of
these reasons, small communities demand better surveillance is needed in villages. Additionally,
sensors and cameras are going to help monitor the area surveillance and relay data, which will be
helpful in identifying the entire village locations where emergency situations may arise. During
a burglary or robbery, you can use the alarm buttons in case of which send out a signal to the
police department nearest to you to warn the others of the situation. The cameras will assist
in catching the thief after they record and reveal his/demonstrate where he stole the item. to
ensure that events like this don’t occur in the future, data can be processed to include additional
variables.

6.7. Smart Education
A more general way of expressing the importance of education as a means to implement all of
development It is easier to introduce new innovations as more people are aware of them. This
phenomenon has an inverse relationship with population density: In dense cities, built-up areas,
digital divide seems to exist more than in villages and small towns. Smart village are built
around its components, and this construction involves a serious commitment on the part of the
people living occupants. Leveraging members may become stakeholders, which means that they
may take part in any endeavor in the community, enrich its economy, and also lead the villagers’
well-being. Dealing with children and adolescents becomes less of a struggle when we approach
education in an exciting and interactive way. Video games have the benefit of engaging children
because they’re more likely to learn in an interactive way than a lecture style, but lectures are
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still great for helping them to absorb information. A IoT is made up of various technologies like
the Internet, smartphones, as well as intelligent devices, which assists in the process of education.
The use of LCD screens and video games will promote children’s learning and appreciation for
things, as well as encourage interaction with others who are adults. The homes and businesses
in the Smart village can be used to teach those in the villages about a variety of skills, such as
about how to use the services and systems, tools and how to solve problems. Classrooms in the
local villages can be provided with Internet access to new and the computers and school can
then serve as a more interesting and engaging educational experience.

7. Conclusion
Back in the day, people used to regard the IoT and Smart city as two very speculative
ideas, the latter of which was envisioned as the possible future. Today’s rapid growth in
the use of technology, however, has unfortunately, meant that it is becoming a reality. This
chapter is written to provide solutions for the small towns and villages thus reflecting the
various requirements found in these other types of communities. Interests in various aspects
of this process have been investigated, as well as several suggestions have been given. Various
advancements in fields of technology have made it necessary for various services to be provided
with a sophisticated delivery. To be competitive, demand response, new equipment should
be installed in modern locations that represent current priorities in rural areas. Making the
irrigation easy and accurate while minimizing water consumption is part consumption will be
the focus of the effort in expanding the use of the automated system. Waste-related technology
can also presents the population and changing lifestyle needs, where an Expanded phrase: When
the population and use increases, cloud-based resource management and hygiene technologies
have the capability to be put to use in waste disposal. In addition to this project’s efforts
to alleviate poverty, which are also focused on environmental issues, it has been recognized for
boosting the rural economy by using different techniques. To meet the basic design requirements,
consider all possible energy resources, instruments, tools, and the entire financial economics of
the system must be taken into consideration.
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An open image database of Electroencephalogram (EEG) plays a vital role in developing deep learning 
algorithms for conducting research in EEG signal processing. This abstract presents the generation of “Big 
EEG Data” images for researchers to develop and test deep learning algorithms, especially using 
convolutional neural networks. The image database created in this work uses the Temple University 
Hospital (TUH) Electroencephalography Seizure Corpus (TUSZ) [1]. We have used ‘TUSZ v1.5.2’ 
database for the creation of the images [2].  

An EEG signal in its general form is considered as a time series data where the temporal information and 
spectral information play a crucial role in understanding the underlying characteristics of the signal. There 
are several deep learning techniques proposed for the analysis and classification of time series data. Apart 
from the prominent architectures in recurrent neural networks, researchers propose novel algorithms to 
address time-series data classification and prediction issues [3]–[5]. The studies suggested by Lotte et al. [6] 
reveal that the researchers are applying deep learning methodologies to detect and classify epileptic 
seizures. However, there is a need to improve the accuracy. Convolutional neural networks are very well 
matured to classify images into multiple classes. In this work, we propose to use the convolutional neural 
networks for the classification of EEG signals. The challenges here are the time series representation of the 
EEG signal itself. It may be noted that standard time-series deep learning architectures such as LSTM, 
RNN, etc., can work directly on the time series data, whereas CNN cannot be directly used on such data. 
Hence, we suggest converting the EEG signal to a set of images by extracting three characteristics of time-
sliced EEG signals. The methods proposed in 
this abstract do not directly represent EEG time-
domain signal in the image format, but the 
image representation of the values obtained 
while performing three transformation 
techniques as explained below.  

The conversion of time-series data such as EEG 
into an image is performed by obtaining 
properties such as mutual information and 
correlation between a set of successive samples 
in EEG signals and by obtaining the discrete 
cosine transform and hence spectrogram of 
EEG signals. Obtaining the mutual information 
and correlation coefficient values are done after 
converting the EEG signal of long duration into 
short-duration signals through time slicing 
based on ECG rhythms.  

The methodology adopted to convert the time 
series data into images is illustrated in Figure 1. 
The steps involved in the creation of an image 
database are: 

 
Figure 1. Block diagram of the methodology adopted 
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1. Time-slicing of EEG data based on ECG rhythms; 
2. EEG image creation using rhythmic stacking; 
3. Images based on mutual information available in 

the successive block samples; 
4. Images based correlation information of time 

slices; 
5. Images based on spectrogram information of time 

slices. 

The underlying principle of our approach is the 
time-slicing of the EEG recordings based on the R 
peaks of the ECG signal. Different studies by 
Ako.M et al. [7] and Bhavsar et al. [8] provide an 
insight into the correlation between EEG activities 
and heart rate variability. Hence a time-slicing 
approach based on ‘r peaks’ was chosen to study 
the EEG patterns. The first algorithm makes the 
simple stacking of EEG patterns based on the ECG 
rhythms. The EEG recording available in the TUH 
Seizure Corpus is in the European data format (edf). 
Most of the recordings in this corpus contain 21-32 
channels per recording. In our algorithm, we have 
separated the ECG channel by extracting the label 
EKG-REF or equivalent label from ‘edf’ file. Later 
the sample index corresponding to ‘r peaks’ was 
obtained after finding the peaks. Since the time 
duration of all the channels is the same for one 
recording, we have sliced the EEG channels based 
on the ‘r peaks’ of the ECG waveform. Each such 
slice is now stacked together to form image data. 
The slicing procedure and sample of a resultant 
image is shown in Figure 2. To make the size 
(width) of the image the same, we introduced zero 
padding if there is a mismatch in the length of each 
segment due to variation in R-R interval. 

In the second algorithm, we used the entire channel 
recording without time slicing to obtain the 
spectrogram images. We use one image for each 
channel as indicated in Figure 3(a). The 
spectrogram uses the Short Time Fourier 
Transform, which is a useful transformation 
technique since it preserves both time and 
frequency domain characteristics [9]. The total 
number of images generated is based on the number 
of channels available in each ‘edf’ file. 

In the third algorithm, the correlation coefficient between each time-sliced segment was obtained. Cross-
correlation is a technique that estimates the correlation between two signals.  Cross-correlation accounts 
for time delays by shifting one of the two signals [10]. In our approach, the correlation is calculated between 
two slices, and a matrix is created using the correlation values between each slice. Hence for one channel, 

 
Figure 2. EEG Signals are slices and stacked as per r-r intervals 
of ECG signal 

 
Figure 3(a). Sample images of spectrogram of entire channel 

 
Figure 3(b). Sample images based on correlation coefficient 
between every EEG slices 

 

 
Figure 3(c). Sample images based on mutual information 
between every EEG slices 
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if the number of slices is M, we get M 
correlation coefficient values for each slice. We 
get a total of M×M matrix of correlation 
coefficients. This matrix is further converted to 
image format. Hence for each recording, we got 
the number of images equivalent to the number 
of EEG channels. Similarly, in the fourth 
algorithm, the mutual information 
between every slice of each channel 
is obtained [11]. The mutual 
information matrix corresponds to 
each channel is converted to 
images. Figure 3(b) and Figure 3(c) 
shows the sample images generated 
using correlation coefficient and 
mutual information based 
algorithms. 

All the images obtained from these 
four algorithms have the same 
naming conventions as indicated in 
Figure 4 except for the algorithm 
name field. We have used complete 
TUEZ v1.5.2 resources for the 
creation of two master databases. In 
the first database, all the images 
were formed by implementing all 
four algorithms to entire EEG 
recordings irrespective of the 
seizure occurrence. The second 
database is created by implementing 
all four algorithms to the portion of 
the recording where seizure is 
identified. This was done by 
extracting the starting and ending 
time of occurrence of seizure. The 
details about the time record are 
provided in the documentation 
available in the TUSZ corpus. 

The number of images generated 
against each category is indicated in Table 1. The images created are categorically saved to different folders, 
corresponding to eight different classes, as shown in Table 2. The top-level folder contains the training and 
development folders named exactly as per the TUSZ naming conventions. Each of these folders has four 
subfolders which is named based on the image creation method adopted, such as Stacked, Spectrogram, 
Cross_Correlation, and Mutual_Information. Each of these folders contains seven subfolders which is 
named as per Table 2. Each of these folders is a seizure class. The typical filename in each of these folders 
is in the format as mentioned in Figure 4. The patient number, session ID, and session number fields are 
the same as in the original EEG file available in the EDF format in the TUSZ database. Using the same 
naming convention makes it easy for researchers to compare the deep learning algorithms with works that 

Table 2. Folder names corresponds to 
each class 

Folder 
Name 

Event Name 

FNSZ Focal Non-Specific Seizure 
GNSZ Generalized Non-Specific 

Seizure 
SPSZ Simple Partial Seizure 
CPSZ Complex Partial Seizure 
ABSZ Absence Seizure 
TNSZ Tonic Seizure 
TCSZ Tonic Clonic Seizure 
MYSZ Myoclonic Seizure 

 

Table 3. Training options selected 
for Alexnet architecture 

Solver sgdm 
Initial learning rate 0.0001 
Validation frequency 50 
Epochs 30 
Minimum batch size 128 
L2Regularization 0.0001 
Gradient Threshold 
Method 

L2Norm 

Momentum 0.9 

 

Table 1. Number of images generated under various classes 

  Seizure 

Category 

Stacked 

images 

 

Spectrogram 

Images 

Correlation 

based images 

Mutual 

information-

based 

images 

Train Dev Train Dev Train Dev Train Dev 
Im

ag
e 

D
at

a 
B

an
k
 1

 FNSZ 26179 2286 42577 4679 2627 1029 232 32 

GNSZ 6415 1644 10964 1592 356 438 121 104 

SPSZ 1179 96 1298 93 151 130 92 34 

CPSZ 4119 256 8797 1111 488 258 164 117 

ABSZ 1056 192 1573 192 84 100 257 111 

TNSZ 279 95 486 589 248 498 215 99 

TCSZ 494 409 900 506 273 348 278 101 

MYSZ 64 32 64 32 64 32 125 10 

Total 39785 5010 66659 8794 4291 2833 1484 608 

Im
ag

e 
D

at
a 

B
an

k
 2

 FNSZ 1600 1568 672 1568 1582 - 704 - 

GNSZ 7250 2680 6416 2622 3001 - 526 - 

SPSZ 38155 9156 38565 8787 32515 - 950 - 

CPSZ 11199 4880 9052 4751 7741 - 786 - 

ABSZ 64 - - 32 64 - 64 - 

TNSZ 1462 96 1277 93 1433 - 117 - 

TCSZ 907 550 420 537 907 - 315 - 

MYSZ 540 1408 485 1364 540 - 247 - 

Total 61177 20338 56887 19754 47783 0 3709 0 

 

 
Figure 4. Description of filename 
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directly use the TUSZ data. The images are cropped to remove the axis information which is generated 
while implementing the algorithms. 

Authors have tested these images for classification 
accuracy using convolutional neural networks 
architectures. Since images pertaining to each class is 
available in separate folders, standard Alexnet 
architecture,  Resnet18 architecture, and GoogleNet 
architecture were used for testing the classification 
accuracy [12][13]. We have implemented the 
architecture for multiclass problems (7-Class) by 
changing parameters in the fully connected layer of CNN 
architecture, such as the number of output classes. As 
indicated in Table 1, the number of images per class is 
not balanced. This is due to the insufficient recordings 
available in the corpus for a particular type of seizure 
(e.g., Myoclonic Seizure). Due to the imbalance in the 
data, other than validation accuracy, we have calculated 
F1-Score and Specificity. The values of training options 
(hyperparameters) used for training the Alexnet 
architecture are listed in Table 3. Similar training options 
were provided for the other two architectures as well. 
Figure 5 shows the training progress upon training 
Alexnet architecture with mutual information based 
images. The confusion matrix obtained for the same 
database (mutual information based images) are shown 
in Figure 6. Similarly, all four image databases were 
tested with three CNN architectures. The results obtained 
in each case are tabulated in Table 4.  

The performance of these methods is compared with 
similar works performed on the TUH database by other 
authors. Golmohammadi et al. used gated recurrent units 
(CNN/GRU) and LSTM models on TUH Seizure data for 

 
Figure 6. Confusion matrix for mutual information 

image based classification 

 
Figure 5. Training Progress of mutual information based images with AlexNet architecture 

 
 

Table 4. Performance parameters 

Spectrogram Images 
(AlexNet) 

F1 - Score 97.47 
Accuracy 97.15 
Specificity 99.51 

Correlation Coefficient based  
Images (ResNet-18) 

F1 - Score 93.64 
Accuracy 93.45 
Specificity 98.88 

Mutual information based 
Images (ResNet-18) 

F1 - Score 97.95 
Accuracy 97.89 
Specificity 99.62 

Stacked Images (ResNet-18) 
F1 - Score 95.64 
Accuracy 95.50 
Specificity 99.24 
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classification and achieved specificity of 97.1 % and 91.49 %, respectively [14]. L. Wei and A. Mooney 
presented the XGBoost-based method to detect seizures from TUH Corpus. They have achieved an 
accuracy of 67.01% while training and 58.85% during validation [15]. For the abnormal dataset from the 
TUH EEG corpus, S Roy et al. applied 1D-CNN-RNN and could achieve an accuracy of 82.27% [16]. 
Yildirim et al. proposed a 1D CNN model to classify the normal and abnormal EEG signal from the TUH 
EEG corpus and achieved an F1-Score of 78.92 and an accuracy of 79.34% [17]. In several performance 
parameters, our proposed methods have shown better results for the training dataset. 

In this abstract, we have discussed the generation of an image database from TUSZ v1.5.2 using four 
techniques. The EEG time-domain signal extracted from the ‘edf’ file is converted into images based on 
four properties of the time-sliced EEG signal. The image database is tested for classification accuracy using 
convolutional neural networks. The highest accuracy of 97.89% has been achieved when trained ResNet 
architecture with images based on mutual information. The accuracy achieved is for seven classes. The 
image database serves as a valuable resource for training deep learning networks. 
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RESULTS AND DISCUSSIONS

Figure 6 shows the training progress upon training Alexnet
architecture with mutual information-based images. The confusion 
matrix obtained for the same database (mutual information-based 
images) is shown in Figure 6. Similarly, all four image databases 
were tested with three CNN architectures. 
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ABSTRACT

• An open image database of Electroencephalogram (EEG) plays a 
vital role in developing deep learning algorithms for conducting 
research in EEG signal processing. 

• This abstract presents the generation of “Big EEG Data” images 
for researchers to develop and test deep learning algorithms, 
especially using convolutional neural networks. 

• The image database created in this work uses the Temple 
University Hospital (TUH) Electroencephalography Seizure 
Corpus (TUSZ). We have used ‘TUSZ v1.5.2’ database for the 
creation of the images. 

SEGMENTATION OF EEG SIGNALS

The underlying principle in this approach is the time-slicing of the 
EEG recordings based on the R peaks of the ECG signal. The ECG 
channel is separated by extracting the label EKG-REF or equivalent 
label from ‘edf’ file. Later the sample index corresponding to ‘r 
peaks’ was obtained after finding the peaks. Since the time 
duration of all the channels is the same for one recording, we have 
sliced the EEG channels based on the ‘r peaks’ of the ECG 
waveform. 

EEG IMAGE DATASTORE

NEED OF IMAGE REPRESENTATION

• An EEG signal is generally represented as a time-domain. The 
temporal information and spectral information play a crucial 
role in understanding the underlying characteristics of the 
signal. 

• It may be noted that standard time-series deep learning 
architectures such as LSTM, RNN, etc., can work directly on the 
time series data.

• Convolutional neural networks are very well matured to classify 
images into multiple classes. In this work, we propose to use 
the convolutional neural networks directly for the classification 
of EEG signals. The challenge is that CNN cannot be used on 
time series data.

• We suggest converting the EEG signal to a set of images by 
extracting three characteristics of time-sliced EEG signals.

IMAGE VALIDATION USING CNN

The images were tested for the classification accuracy using three 
CNN architectures; Alexnet, Resnet18, and GoogleNet. All three
pre-trained networks were tuned to match the multiclass 
requirement (7-Class) by changing parameters in the fully 
connected layer in each architecture. As indicated in Table 1, the 
number of images per class is not balanced. This is due to the 
insufficient recordings available in the corpus for a particular type 
of seizure (e.g., Myoclonic Seizure). Due to the imbalance in the 
data, other than validation accuracy, we have calculated F1-Score 
and Specificity. 

Figure 6 shows the training progress upon training Alexnet
architecture with mutual information-based images. The confusion 
matrix obtained for the same database (mutual information-based 
images) is shown in Figure 6. Similarly, all four image databases 
were tested with three CNN architectures. 

CONCLUSION

In this abstract, we have discussed the generation of an image 
database from TUSZ v1.5.2 using four techniques. The images are 
tested for classification accuracy using CNN. The highest accuracy 
of 97.89% has been achieved when trained ResNet architecture 
with images based on mutual information. The accuracy achieved 
is for seven classes. The image database serves as a valuable 
resource for training deep learning networks.

TIME SERIES TO IMAGES

• The conversion of time-series data such as EEG into an image is 
performed by obtaining properties such as mutual information 
and correlation between a set of successive samples in EEG 
signals and by getting the discrete cosine transform and hence 
spectrogram of EEG signals. Obtaining the mutual information 
and correlation coefficient values are done after converting the 
EEG signal of long duration into short-duration signals through 
time slicing based on ECG rhythms. 

• The methodology adopted to convert the time series data into 
images is illustrated in Figure 1.

Each such slice is now 
stacked together to form 
image data. The slicing 
procedure and sample of 
a resultant image is 
shown in Figure 2. 
To make the size (width) 
of the image the same, 
zero-padded the 
sequence if there is a 
mismatch in the length of 
each segment due to 
variation in R-R interval.
The first algorithm 
created this image 
database which is a direct 
representation of 
amplitude values in the 
color-coded form.

IMAGE CREATION USING SPECTROGRAM, CORRELATION 
COEFFICIENT AND MUTUAL INFORMATION

In the second algorithm, the entire channel recording without 
time-slicing is used to obtain the spectrogram images. The 
spectrogram uses the Short Time Fourier Transform, which is a 
useful transformation technique since it preserves both time and 
frequency domain characteristics. The total number of images 
generated is based on the number of channels available in each 
‘edf’ file. In the third algorithm, the correlation coefficient 
between each time-sliced segment was obtained. Cross-
correlation is a technique that estimates the correlation between 
two signals. Cross-correlation accounts for time delays by shifting 
one of the two signals. In our approach, the correlation is 
calculated between two slices, and a matrix is created using the 
correlation values between each slice. Hence for one channel, if 
the number of slices is M, we get M correlation coefficient values 
for each slice. 

We get a total of M×M 
matrix of correlation 
coefficients. This matrix 
is further converted to 
image format
Similarly, in the fourth 
algorithm, the mutual 
information between 
every slice of each 
channel is obtained. 
The mutual 
information matrix 
corresponds to each 
channel is converted to 
images.

The number of images generated against each category is 
indicated in the table below. The images created are categorically 
saved to different folders, corresponding to eight different seizure 
classes, as shown in Figure 4.

Figure 2. Slicing of EEG based on ECG rhythms

Figure 1 . Steps involved in timeseries to image conversion
Figure 3 . Sample images generated based on 

three algorithms

Figure 4. Structure of image folder

Figure 5. File name information
of each image

The typical filename of each image is in the format mentioned in 
Figure 5. The patient number, session ID, and session number 
fields are the same as in the original EEG file available in the EDF 
format in the TUSZ database. Using the same naming convention 
makes it easy for researchers to compare the deep learning 
algorithms with works that directly use the TUSZ data. The 
images are cropped to remove the axis information which is 
generated while implementing the algorithms. Total number of 
images generated in the current version is listed in Table 1.

Table 1. Number of images created under each class of seizure

Table 2. Training options

The values of training options 
(hyperparameters) used for 
training the Alexnet
architecture are listed in Table 
2. Similar training options 
were provided for the other 
two architectures as well. 

Figure 6. Training Progress of mutual information-based images with 
AlexNet architecture

Figure 6. Confusion Matrix

Table 3. Summary of performance parameters

accuracy of 67.01% while training and 58.85% during validation. For the 
abnormal dataset from the TUH EEG corpus, S Roy et al. applied 1D-CNN-RNN 
and could achieve an accuracy of 82.27%. Yildirim et al. proposed a 1D CNN 
model to classify the normal and abnormal EEG signal from the TUH EEG 
corpus and achieved an F1-Score of 78.92 and an accuracy of 79.34%.
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Abstract. Many studies have shown that most MEMS devices use light beams whose deflection response 
is the main focus before choosing it for specific applications. This paper deals simulation of the MEMS-
based cantilever beam for low pressure detection. COMSOL 5.4 Multiphysics FEM model is used to study 
the behavior of beam and compared with the conventional cantilever beam.  Both are analyzed with two 
different materials SiO2 and SU-8. The change in the deflection has been analyzed with various pressure 
values applied on the cantilever beam. Through simulation and analysis results, it is observed that the 
deflection of the proposed beam is good at lower pressure values. 

 
Keywords: Micro cantilever, deflection, rectangular beam, FEM, COMSOL 5.4 

 

1 Introduction 
 

In the past few decades, MEMS  system attracts researchers due to its small size, quicker 
response, low power consumption, easy fabricating, low cost of production and  high sensitivity. 
Among many MEMS devices micro cantilevers became more popular in the field of Bio-MEMS 
where low-mass load of biomolecules draws more attention on MEMS devices.  Microcantilever 
sensors offer a wonderful means that to notice single cell or molecules within the atmosphere. 
Highly functionalized surface of the microcantilever absorbs specific targeted biomolecules and 
a surface-stress has been induced thereby leading a deflection inflicting a downward bend at the 
free end. In addition to a single micro-cantilever beam structure, different micro-cantilever 
beam arrays can also be easily manufactured. Therefore, sensors based on micro cantilever 
beams have been potentially applied in various fields [1-4]. Recently, research on cantilever 
beams used in chemical and biological sensors has developed rapidly in the medical, food, and 
agricultural industries. Therefore, the targeted range of the micro cantilever expands with the 
passage of time, and an in-depth analysis of the micro cantilever should be carried out. 
 

In the field of sensors, sensitivity is one of the most important factors of cantilever beam 
analysis. Geometry, shape and resonance mode play a key role in the sensitivity of the cantilever 
sensor, because these parameters greatly affect the resonance frequency, quality issues and  
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deflection of the cantilever [7,8]. So far, various researchers have given different cantilever 
structures with microcantilever beams of different sizes to produce better deflection and 
sensitivity. Researchers have used different materials like SiO2, SiN3 and polymers like PDMS, 
SU-8 etc [5, 9]. Most of the researchers are interested to go with SU-8 material because of its 
improved Young’s modulus and yield strength [10]. 
 

Piezoresistive sensing is one of the major integrated technologies into micro-cantilever 
sensors which are compatible with external electronic devices [1].  A piezoresistor is placed at 
the one end of the cantilever beam with some doping concentration. When the target analyte is 
bonded to the cantilever surface it encounters a surface stress resulting the change in resistance 
of the piezoresistor. Generally piezoresistor is connected in the form of Wheatstone bridge 
format as shown in Figure 1.  

 

 
Figure.1: Wheatstone bridge 

 
Here the change in resistance leads to a change in output voltage and is given by the equation 

Vout = ቂ
ோమ

ோభାோమ
−

ோర

ோరାோయ
ቃVin   -------(1) 

. 

2 Design Parameters and Proposed design of a Cantilever 
 

In this considered low pressure bimolecular detection for BioMEMS application. Figure 1 
shows the schematic designs of conventional rectangular beam and our newly proposed high 
sensitive cantilever beam design for low pressure application, with identical piezoresistor at the 
fixed end of cantilever beam. The design of the proposed cantilever beam consists of four 
rectangular bar structures having dimensions 10µm X 50µm X 0.5µm, with equally spaced at 
the flexible end of the cantilever beam. In this work proposed cantilever beam is going to design 
with two different materials: SiO2 and SU-8 polymer. The specifications of the materials are 
listed in the Table 1.  

Table1: Material Properties of SiO2 and SU-8 
Material Property Value 

SiO2 SU-8 
Young’s Modulus 70GPa 4.02GPa 
Poisson’s Ratio 0.17 0.26 

Density 2200kg/m3 1218kg/m3 
 

The proposed cantilever sensor has a piezoresistor which is connected in the form of 
Wheatstone Bridge setup. P-type polysilicon is used for the piezoresistor. The dimensions of 
piezoresistor are taken as 12µm X 16µm X 0.15 µm. A terminal voltage of 3V is applied to the 
piezoresistor. The piezoresistive layer doping density is chosen as 10G [1/m3]. 
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(a) 

 
(b) 

 
Figure.1: (a) Normal Rectangular cantilever beam (b) Proposed cantilever beam both having thickness of 

0.5µm 
 

3 Simulation 

 
COMSOL 5.4 Multiphysics has been used to design, simulate, and analyze proposed cantilever 
beam. The piezoresistivity-domain currents physics and stationary study has been used for 
modeling. The cantilever beam is fixed at one end, and the boundary load is applied in the form 
of the target biomolecule concentration, defined as pressure, and applied in the z direction. Free 
tetrahedral meshes with ultra-fine element sizes are used for high-quality analysis. The mesh 
result is shown in the Figure. 2. A parameter sweep has been defined for the specified pressure 
value and thickness value to analyze and compare the proposed cantilever beams for the 
materials SiO2 and SU-8.  
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4 Results and Discussion: 
 

The proposed cantilever beam design has been simulated using COMSOL Multiphysics 5.4 
software. When the beam is exposed to some pressure, it results in mass loading effect on the 
cantilever beam surface. Because of this pressure, cantilever will undergo some deflection, 
shown in Figure.3 (a). A comparison plot of deflection between normal rectangular beam and 
proposed beam with two materials are shown in Figure. 3(b) for different pressure values.  
 

 
(a) 

 
(b) 

Figure.3: (a) a Sample of displacement for the proposed cantilever beam and (b) a Comparison plot of displacement 
for the conventional rectangular beam and proposed cantilever beam. 

 
The deflection the beam undergo with mechanical stress. This mechanical stress results in change 

of resistance in piezoresistor which results in change in resistance and the change in resistance is shown in 
Figure.4. Deflection of beam has been measured with various thickness values by applying 10Pa of 
pressure. It is plotted in figure.5. 
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Figure.4: Resistance change in piezoresistor for different pressure values 

 

 
Figure.5: Deflection of beam for different thickness values 

 

5 Conclusions 
 

This study proposes a high-sensitivity MEMS piezoresistive micro-cantilever beam for studying 
low pressures in the field of BioMEMS. The characteristics of the proposed cantilever beam are 
compared with a conventional rectangular micro-cantilever with the same piezoresistor. The 
result shows that the deflection of the proposed micro-cantilever beam is better than the 
traditional rectangular micro-cantilever beam. The mechanical stress caused by the biomolecule 
absorption, the resistivity of the piezoresistive material and it is measured. The resistivity in the 
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cantilever beam with both SiO2 and SU-8 material cantilevers provide better displacement. The 
linear relationship between the pressure and change in resistance of piezoresistor indicates that 
the proposed design of cantilever beam works well at lower pressure levels. Also for optimum 
thickness levels the results are good. 
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References (in Basic) 
 

1. Guo, Kai & Jiang, Bo & Liu, Bingrui & Xingeng, Li & Wu, Yaping & Tian, Shuang & 
Gao, Zhiyue & Zong, Lijun & Yao, Shuo & Zhao, Mingzhe & Mi, Chunxu & Zhu, 
Gengzeng. (2021). Study on the progress of piezoelectric microcantilever beam micromass 
sensor. IOP Conference Series: Earth and Environmental Science. 651. 022091. 
10.1088/1755-1315/651/2/022091.  

2. Ali, Shaik & Bhuvaneswari, H. & Kumar, B.. (2020). Design and modeling of a large 
deflection microcantilever using rectangular SCR. AIP Conference Proceedings. 2281. 
020037. 10.1063/5.0027942.  

3. Rotake, Dinesh & Darji, Anand. (2020). Design and Reliability Testing of 
Microcantilever-Based Piezoresistive Sensor for BioMEMS Application. 
10.13140/RG.2.2.25052.92803. 

4. Ashok, Akarapu & Nighot, Rohit & Sahu, Nagesh & Pal, Prem & Pandey, Ashok. (2019). 
Design and analysis of microcantilever beams based on arrow shape. Microsystem 
Technologies. 25. 10.1007/s00542-019-04555-4. 

5. Gharge, Bhagyashri & Upadhye, Vaishali & Bodas, Dhananjay. (2015). Design and 
simulation of microcantilevers for detection of pathogens. 10.1109/ISPTS.2015.7220122. 

6. Lamba, Monica & Singh, Dr. Kulwant & Chaudhary, Himanshu. (2020). Design analysis 
of polysilicon piezoresistors PDMS (Polydimethylsiloxane) microcantilever based MEMS 
Force sensor. International Journal of Modern Physics B. 34. 2050072. 
10.1142/S0217979220500721. 

7. Passian, Ali & Thundat, Thomas & Thanihaichelvan, Murugathas. (2017). Microcantilever 
Sensors. 10.1016/B978-0-12-803581-8.10525-9. 

8. Rotake, Dinesh & Darji, Anand & Singh, Jitendra. (2020). Ultrasensitive Multi-Arm-
Microcantilever-Based Piezoresistive Sensor for BioMEMS Application. 
10.1109/VDAT50263.2020.9190249. 

9. Parsediya, Deep. (2016). Deflection and stresses of effective micro-cantilever beam 
designs under low mass loading. 111-114. 10.1109/ICEPES.2016.7915915. 

10. Mathew, Ribu & Sankar, Ravi. (2018). A Review on Surface Stress-Based Miniaturized 
Piezoresistive SU-8 Polymeric Cantilever Sensors. Nano-Micro Letters. 10. 
10.1007/s40820-018-0189-1. 



4/26/22, 11:49 AM A Hierarchical Machine Learning Frame Work to Classify Breast Tissue for Identification of Cancer | SpringerLink

https://link.springer.com/chapter/10.1007/978-981-16-6554-7_56 1/9

A Hierarchical Machine Learning Frame Work to
Classify Breast Tissue for Identification of Cancer

J. Anitha Ruth , Vijayalakshmi G. V. Mahesh, R. Uma & P. Ramkumar 

Conference paper First Online: 12 November 2021

660 Accesses

Part of the Lecture Notes in Electrical Engineering book series (LNEE,volume 808)

Abstract

In this work a study is conducted on the Breast tissues using machine

learning algorithms to identify the Breast cancer. The paper proposes a

hierarchical two stage classification frame work utilizing the features

provided by the Breast tissue dataset of UCI machine learning database

Search Log in

Visit Nature news for the latest coverage and read Springer Nature's statement on the Ukraine conflict

Proceedings of the 11th International Conference on Computer Engineering and Networks pp 504–515

javascript:;
https://link.springer.com/bookseries/7818
https://link.springer.com/
https://link.springer.com/signup-login?previousUrl=https%3A%2F%2Flink.springer.com%2Fchapter%2F10.1007%2F978-981-16-6554-7_56
https://www.nature.com/news
https://www.springernature.com/gp/advancing-discovery/springboard/blog/blogposts-open-research/springer-nature-condemns-russian-invasion/20191448
https://link.springer.com/book/10.1007/978-981-16-6554-7


4/26/22, 11:49 AM A Hierarchical Machine Learning Frame Work to Classify Breast Tissue for Identification of Cancer | SpringerLink

https://link.springer.com/chapter/10.1007/978-981-16-6554-7_56 2/9

with SVM_RBF, kNN and Decision tree algorithms. The experimental

results and their analysis at stage-1 binary classification indicated better

performance of the method. Further the analysis under multi class

classification specifies the robustness of the methodology by providing

reduction in false alarm rates.

Keywords

Hierarchical classification Electrical Impedance Spectrscopy

Breat tissue Machine learning Breast cancer

This is a preview of subscription content, access via your institution.

Chapter EUR   24.95
Price excludes VAT (India)

Buy Chapter

eBook EUR   416.23

DOI: 10.1007/978-981-16-6554-7_56

Chapter length: 12 pages

Instant PDF download

Readable on all devices

Own it forever

Exclusive offer for individuals only

Tax calculation will be finalised during
checkout

https://wayf.springernature.com/?redirect_uri=https%3A%2F%2Flink.springer.com%2Fchapter%2F10.1007%2F978-981-16-6554-7_56


IOP Conference Series: Materials Science and Engineering

PAPER • OPEN ACCESS

An ensemble classification based approach for
breast cancer prediction
To cite this article: Vijayalakshmi G V Mahesh and M Mohan Kumar 2021 IOP Conf. Ser.: Mater. Sci.
Eng. 1065 012049

 

View the article online for updates and enhancements.

You may also like
Evaluation and simulation of breast cancer
imaging devices using multi-criteria
decision theory
H. Erdagli, D. Uzun Ozsahin and B. Uzun

-

Association between power law
coefficients of the anatomical noise power
spectrum and lesion detectability in breast
imaging modalities
Lin Chen, Craig K Abbey and John M
Boone

-

Past, Present and Future of Automated
Mammographic Density Measurement for
Breast Cancer Risk Prediction
Shivaji D. Pawar, Pratibha T. Joshi,
Vishwayogita A. Savalkar et al.

-

This content was downloaded from IP address 14.97.164.222 on 27/06/2023 at 08:40

https://doi.org/10.1088/1757-899X/1065/1/012049
/article/10.1088/1748-0221/15/05/C05029
/article/10.1088/1748-0221/15/05/C05029
/article/10.1088/1748-0221/15/05/C05029
/article/10.1088/0031-9155/58/6/1663
/article/10.1088/0031-9155/58/6/1663
/article/10.1088/0031-9155/58/6/1663
/article/10.1088/0031-9155/58/6/1663
/article/10.1088/1742-6596/2327/1/012076
/article/10.1088/1742-6596/2327/1/012076
/article/10.1088/1742-6596/2327/1/012076
https://googleads.g.doubleclick.net/pcs/click?xai=AKAOjsuKTe40XM-Vb9IX8oeXJ0L-f66mb9h_HPNKIKpF7sVsBSAuOEJAQM1NKghMzigCMk5n1dt1M6_YsqOMs2uxrRU5Q2uTA8N85sQ3S4Lje1zJ010mfRzJ4rMM7m3-RSLJlpl0tDkaUQdRGp3TRwbnC6INHEYJu6E-iHJAKLb57ji7soWQlEV5DrqhbEd8NdMxLGHqQCvVSJnNEr8L6HzXO4i_AnP6IZ3b84qHvaIN0jYYkWUxfVOyIuQkch8HWgacYmoCIbWkbOuXmYcb3tQgQdgml8JdbLMUWwkWEFrv3x5PgTJBoZtm&sai=AMfl-YRNrSwQ80x1reY_FsqHOeUuNUThhXGixDOaqp-yoGhGJFbIUXy4inqQp7iUhsBFSi9YHpSejcqvlaytWiU&sig=Cg0ArKJSzGrryxZ8o0To&fbs_aeid=[gw_fbsaeid]&adurl=https://issuu.com/ecs1902/docs/2023-ecs-opportunities-boston-gothenburg-fillable-%3Ffr%3DsNDk5OTUwMDQyODg%26utm_source%3DIOPAds%26utm_medium%3DBanners%26utm_campaign%3D244Exhibit


Content from this work may be used under the terms of the Creative Commons Attribution 3.0 licence. Any further distribution
of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI.

Published under licence by IOP Publishing Ltd

ICFEST 2020
IOP Conf. Series: Materials Science and Engineering 1065  (2021) 012049

IOP Publishing
doi:10.1088/1757-899X/1065/1/012049

1

An ensemble classification based approach for breast cancer 

prediction 

Vijayalakshmi G V Mahesh1, Mohan Kumar M2 

1Department of Electronics and Communication Engineering, BMS Institute of 

Technology and management, Bangalore, India 
2Department of Electronics and Communication Engineering, Yenepoya Institute of 

Technology, Mangalore, India 

 

E-mail: vijayalakshmi@bmsit.in, mohankumar@yit.edu.in 

 
Abstract. Breast cancer is the second major reason for deaths in women. Early  detection of 
the breast cancer and receiving the appropriate treatment can reduce the death rates as survival 
becomes hard in the higher stages of the tumor growth. Application of machine learning in 
healthcare play a key role in aiding the clinical experts to detect the disease at a early stage 
and perform precise assessment. This paper proposes a pattern recognition methodology that 
uses breast cancer biomarkers as the attributes and ensemble classification approach for 
accurately detecting the presence of cancer. The proposed method was evaluated for the 
samples of the breast cancer Coimbra dataset by fusing the decisions of naive Baye's , radial 
basis function neural network and linear discriminant analysis classifiers based on majority 
voting rule. The experimental results demonstrated the enhanced performance of the system 
with fusion of classifiers as compared to the single classifiers. 

 
1. Introduction 

An uncontrolled way of cell division leads to cancer and these cells often invade  into  other  healthy 
tissues. Breast cancer is the most common and is the leading cause of death  in  women.  It  can  be 
invasive or non invasive: invasive cancer spreads from the ducts or  glands  to other parts of the breast 
while noninvasive cancer  does  not  spread  from the  original tissue.  Based on  this,  the  following  types 
of breast cancer are identified (i) Ductal carinoma in  situ(DCIS):It  is  non invasive  where  the  cancer 
cells are confined only to the ducts of the breast, (ii) Lobular carinoma in situ(LCIS): A non invasive 
condition where the cancer cells are limited to the milk producing  glands  of  the  tissue,  (iii)  Invasive 
ductal carcinoma(IDC): This is invasive type of cancer.  The  cancer cells  develop in  the  milk  ducts of 
the breast and then invade to the nearby tissues and organs. IDC is the most common type of breast 
cancer and (iv) Invasive lobular carinoma(ILC): This type  of cancer begins  in the lobules  of the breast 
and spreads to the surrounding tissue. 

Based on the size of the tumor and the extent of its spread into nearby tissues and organs the 
doctors recognize the different stages of cancer as stage 1, stage 2,  stage 3 and stage 4 breast cancer. 
Stage  1 is a primary tumor with its size around 2cms while stage 4 is advanced where the tumor can have 
any size and the cancer cells have spread to nearby tissues and organs. Early detection of the  cancer i.e., 

mailto:vijayalakshmi@bmsit.in
mailto:mohankumar@yit.edu.in


ICFEST 2020
IOP Conf. Series: Materials Science and Engineering 1065  (2021) 012049

IOP Publishing
doi:10.1088/1757-899X/1065/1/012049

2

in the initial stages improves possibility of survival. If the cancer reaches stage 4, the chances of survival 
comes down. Thus early detection of cancer is very crucial and regular checks and screening can aid in 
detecting the symptoms earlier. Clinical experts diagnose the cancer after routine screening. The use of 
biomarkers and imaging tests helps the clinicians to identify the breast cancer.  The  most widely used 
image screening methods  are  Mammogram,  ultrasound  and  Magnetic  resonance  imaging(MRI). 
Further researchers are trying to find new breast imaging methods to improve the detection and 
treatment of the cancer and have come  up  with  Scintimammagraphy(molecular  breast  imaging), 
Positron emission mammography(PEM), Electrical impedance imaging(EIT) and Elastography 

Though imaging methods play an important  role in  decision  making  followed  by  treatment.  They 
require expertise to deliver significant and accurate information . For example, extraction of feature 
descriptors from images using mathematical techniques to detect and differentiate the tumor and non 
tumorous region. Also the reliability of the detection method needs to  be  assessed  based  on  (i) 
Accuracy, (ii) Precision, (iii) Correlation to the disease and (iv) Usability. Biomarkers[1], on  the other  
hand are gaining lot of importance in accurately detecting and diagnosing the cancer as a result of 
advancements in bioinformatics tools. Recognition of significant biochemical changes in cancer has 
facilitated towards advances in detection and its treatment. They can be relied upon for early detection 
and accurate evaluation.  Breast and prostate  cancers are  diagnosed comparatively earlier  as compared 
to other cancers. Additionally, the cancer biomarkers are significant in detecting the disease for 
asymptomatic persons at the early stage. Ideally  a  portion  of  a  protein  or  a  protein  in the  blood or 
urine samples is considered as a marker for tumor detection. Thus this paper proposes a pattern 
recognition system that use biomarkers as features or descriptors combined with machine learning 
algorithms to effectively identify the presence or absence of cancer. Accordingly, this is a 
classification task where the classifier predicts the class label of the sample. The performance  of  the 
model is later quantitatively evaluated using the metrics derived from the confusion matrix. 

The rest of the paper is organized as follows, Section 2 presents a  comprehension  of related work. 
Section 3 describes the methodology of the works. The experimental results and discussion are 
provided in section 4. Finally, section 5 concludes the paper. 
2. Related work 

Biomarkers in cancer are the characteristics that are measured and they describe  the  pathological state 
of an living being. Cancer biomarkers  are  categorized  into  predictive,  diagnostic  and prognostic  based 
on how they are handled. The first cancer biomarker was  recognized  from  the  blood  sample  of  a 
patient with colon cancer [2]. Later different biomarkers were developed to identify other cancers. The 
standards and measurements of breast cancer biomarkers are provided in [3] and a overview is found 
in[2].Further, the advancements in technology and data analytics is seen to solve various health related 
issues to improve the quality of health care and provide effective treatment.  Recent  years  have 
witnessed a biggest transformation of  Artificial  intelligence  in  health  care  domain  powered  by  
machine learning algorithms that can  assist  the  clinicians/experts  in  diagnosing  the  disease  and  build 
up effectual solutions. Thus the acquired dataset is fed to the algorithms that can discover the patterns 
and anomalies to make right decisions about the disease diagnosis. 

Many researchers have put forward their ideas in using cancer biomarkers with machine learning 
algorithms to improve the precision  of  detection  and  analysis.  Li  and  Chen[4]  investigated  the 
adaption of cancer attributes in detecting the disease which can reduce  the  probability  of  death rate. 
They used Wisconsin Breast cancer and Breast Cancer Coimbra datasets with Decision tree(DT), 
Random forest(RF), Support Vector Machine(SVM), Neural Network(NN) and Logistics 

Regression(LR) Classifiers and compared their performances  .  The  experimental  study  showed 
that the Random forest algorithm provided better results in terms of prediction accuracy, F -score and 
Area Under the Curve(AUC) as compared to other classifiers. Farah Sardouk et al.,[5] studied the  
predictors of Breast Cancer Coimbra dataset to estimate the presence or absence of the cancer. They 
created six machine models using Adaboost, Regression , Random Forest, Jrip, RBFNN and J48 
classifiers  in WEKA and MATLAB environments. The models were assesses using True positive rate, 
False positive rate, precision, recall, F1-score MCC and AUC. The results proved that the machine 
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learning algorithms were efficient in predicting the outcome. Miguel Patricio et al., [6] at university of 
Coimbra collected clinical attributes from 166 individuals based on anthropometric data. The measured 
data or features were then fed to logistic regression, Support vector machine and  random  forest  machine 
learning algorithms to evaluate the probability of using the  anthropometric  data  as  biomarkers  for  
cancer prediction. which were given to the developed a model that can be used as a biomarker. The 
evaluation of the classifier models for the metrics sensitivity, AUC and specificity indicated the better 
performance of SVM for the following predictors: Glucose, Resistin, BMI and age. Thus they can be 
efficient biomarkers of breast cancer. 

Jin Yue et al.,[7] carried out statistical analysis,  spectral analysis  and least  squares  fitting  
analysis  on the Breast Cancer Coimbra dataset to check the interclass variation. The analysis was able to 
clearly indicate the significant distinction between the two classes: cancerous and non cancerous. Yolanda 
D. Austria et al.,[8] investigated 11 classification algorithms and their variants : LR, k Nearest 
Neighbor(kNN), SVM, DT, RF, Gradient boosting and naive Baye's for predicting the breast cancer on  
the Coimbra dataset. The performance of the  models  were evaluated  using accuracy and  prediction  
time. The evaluation displayed  an  higher accuracy  of  74.14%  with  Gradient  boosting  classifier  and 
non linear SVM was fast in predicting the label without any delay. The work also identified the 
anthropometric data body mass index(BMI) as  the  principal predictor.  Ratula  Ray  et  al.,[9]  explored 
the use of DT, kNN, RF and Guassian naive Baye's machine learning algorithms in  aiding  the  
pathologists to make precise decision about the presence of the disease considering both image and 
numeric(biomarkers) databases. Authors used breast histopathology images from Kaggle and breast 
Coimbra dataset for the evaluation  of  classifier  models.  The  analysis  indicated the  better performance 
of random forest classifier which provided precision , recall and F1 score of 71%, 71% and 70% 
respectively for the numeric dataset. Similarly  it  presented precision , recall and F1 score of 91%, 92% 
and 92% respectively. The study also implies the importance of resistin and  BMI  biomarkers  that 
influence the decision process. 

From the evaluation of the contributions it is found that majority of the methods used various 
machine learning algorithms  independently  to  improve  the  success rate of cancer detection.  This  paper 
presents a model that makes use of a  ensemble  classification where  the  classifiers  are  fused at the  
decision level to enhance the performance of the system. 
3. Methodology 

The methodology of the proposed system to predict the presence of breast cancer is  shown  in  
Figure1.The frame work includes (i) Feature extraction (ii) Classifier/Machine learning model creation 
(iii) Classification. 
The extraction of suitable features or descriptors are essential  in deciding the  accuracy of the  system. 
The anthropometric data measured from the input samples or the biomarkers form the features. These 
features are given to different classifiers for models creation which can predict the  class label of  the  
given sample. To enhance the presentation of the system, the decisions of the individual classifiers are 
combined based on decision level fusion strategy. The created models are evaluated to validate their 
performance. The details of the process is described in subsequent sub sections. 
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Figure 1. Methodology of the proposed system 
 
 

3.1  Dataset and Feature extraction 

The work considered Breast Cancer Coimbra  dataset[6]  collected from 116  persons.  From 
each participant nine clinical features were measured as displayed in Table 1. 

Table 1. Anthropometric data(Features) 

Feature Description Unit 

A Age Years 
BMI Body Mass Index Kg/m2 
G Glucose Mg/dL 
I Insulin µU/mL 
HOMA Homeostasis Model 

Assessment index 
-- 

L Leptin Ng/mL 
Ad Adiponectin µg/mL 
R Resistin Ng/mL 

These clinical measures are the anthropometric data collected during   procedural   blood analysis. 
Out of 116 input samples, 64 samples are with breast cancer and the remaining 52 are healthy 
samples. An observation of the features of dataset as illustrated in Figure 2 identifies the  distinction  
between  the  cancerous  and  non-cancerous  samples  that   clearly indicate that they are potential 
biomarkers for the detection of the pathology . 
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Figure 2. Features of Healthy and Cancerous samples 

The features are combined to form a feature vector as shown, 
FV=[ A, BMI,  G, I, HOMA, L,  Ad, R, MCP-1] (1) 
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which is provided to the classifiers for training and  testing.  To  validate  the  proposed  system,  the 
dataset with its features was divided into two non overlapping training and testing sets with a  ratio of 
75:25. The training set is labeled using the class labels y={'1' , '0'}, where '1' indicates healthy and '0' 
indicates Cancerous. The labeled training set {FV,y}  is  passed to the classifier for creating the model.  
The model created is then tested using the samples from the testing set to predict its outcome C ϵ y. 
 
3.2 Machine Learning Algorithms 

The classifier predicts the outcome of an unseen sample 'Q' as a function of labeled training set and the 
learning parameters of the algorithm . 
 

C=f(FVQ, {[FV,y]: training parameters} 
where FV is the feature vector of the training samples and FVQ is  the  feature  vector  of  the 
query/unseen sample. 
The proposed system used three classifiers: Naive Baye's(NB), Radial Basis Function Neural 
network(RBFNN) and Linear Discriminant Analysis(LDA). 
3.2.1 Naive Baye's classifier 

It is a simple  probabilistic  classifier  which  is  based on Baye's  theorom[10].  It requires  fewer number  
of training samples for prediction. Baye's rule can be formulated as 
 

P(y/X)=   (2) 
where X signify the features and y is the label representing the category of the input  sample. In the 
context of the  work  presented here, the  above equation can be rewritten by expanding the feature set  
as, 
 

P(C/f1,f2,.........,f9) =                             (3) 
where (f1, f2, ............... f9)=FV 

 
For all the elements of the dataset, the denominator is constant, thus we get 
 

P(C/f1,f2,.........,f9)  proportional P(C)                                    (4) 

Here C can be one of the class label belonging to y. Thus the outcome C is found based on maximum 
probability, i.e., 

C=argmaxC P(C)                                                                  (5) 

The classifier finds its applications in biometrics(face recognition), healthcare, weather prediction, 
security, emotion recognition, sentiment analysis etc. 
3.2.2 Radial Basis Function Neural network(RBFNN) 

RBFNN[11] is one of the variants  of  feed forward neural network that uses  radial basis  functions  as 
the activation function in the hidden layer. The network  converges  faster  to  reach  the  performance 
goal. The NN architecture has three layers: Input layer, Hidden layer and Output layer. The number of 
neurons in the input layer correspond  to the  dimension  of the feature vector and the neurons in output 
layer correspond to the number of  class  labels.  Each layer  is  associated with  its  activation function. 
The activation functions in the hidden layer are implemented as Guassian functions. 

The labeled training set {FV,y} is provided to the network for training . During training the 
parameters such as the network weights, RBF activation  function  centres  and their  distributions  are 
tuned  reach the performance goal: Mean squared error(MSE) 
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For a given input FV, the output at a node of output layer is computed as, 
 

             (6) 
Where,  FV is the input to the network/Feature vector 

   is the weight from hidden neuron j to output neuron i 
||.|| L2 / Euclidean norm 

is the RBF in the hidden neuron j with center Mj.   
 

3.2.3 Linear Discriminant Analysis(LDA) 

LDA classifier proposed by Fisher [12]is based on the concept of reducing  the  within(intra)  class 
variation and maximizing the between(inter) class variation. This classifier finds class separation by 
minimizing the spread within class and  maximizing  the  distance  between each class.  Thus  it  is  based 
on the statistical measures mean and variance. For the given dataset and class labels, LDA works by 
projecting it on to hyperplane to find the scalar, of  all the  possible  lines, the  line  that gives  maximum 
class separability is chosen. 
The best projection vector is selected by maximizing the Fisher's criteria given by, 

J (W) =                                                                    (7) 
here J(W) indicates the measure of difference between means of the classes 
 

SB represents the within class 
scatter matrix  SW represents  
between  class  scatter matrix W
 is the projection matrix. 

Maximizing J(W) yields 
which is Fisher's Linear Discriminant 

W=argmax(J(W))= SW
-1(µ1- µ2), (8) 

where, (µ1- µ2) is the distance between the projected means for two classes. 
4. Results and Discussion 
The experiment was conducted to identify the presence of the breast cancer for the  given sample  based 
on fusion of classifiers. The proposed method is validated with hold out method where the dataset with 116 
samples was separated into training and  testing sets with the  ratio of 3:1.  Thus  the  training set has 87 
samples and testing set 29 samples. 

As a first step, all the training samples were passed to feature extractor that provided the feature 
vector FV with 9 dimensions. Each feature of the FV has different ranges, so the data is normalized using 
Z- score normalization that gives normalized FV with zero mean and standard deviation of one as shown 
 

FVn=                                              (9) 
Later  the  FVn   was  labeled  to  form    training  data  set  Zi= . The training data set was 
accepted by the Naive Baye's(NB), Radial Basis Function Neural network(RBFNN) and Linear 
Discriminant Analysis(LDA) classifiers for creating the  models.  During  training,  the  learnable 
parameters of the classifiers were modified based on the performance function. The RBFNN was 
optimized for a spread constant of 3.5 and for NB classifier the  prior probabilities  was set to [0.2 0.2]. 
The trained  models   were tested with the  testing  data set ZiQ= , where Q represents the Query 
or unseen sample. 

The results of the individual classifiers were observed and analyzed using the parameters Receiver 
Operating  Characteristics(ROC),  Classification  accuracy(CA),  Precision,  Recall(Sensitivity), 
Specificity and F1 score which are computed using the elements of confusion matrix[13] as shown, 
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Classification  accuracy(CA) =                                    (10) 

Precision  =          (11) 

Recall(Sensitivity)=       (12) 

Specificity  =        (13) 

F1 score  =                               (14) 

where TP - Number of 
true positives FN- 
Number of false 
negatives FP- 
Number of false 
positives TN- 
Number of true 
negatives 

 
The ROC obtained  for  all the  classifiers  is  displayed  in  Figure  3 and other metrics are shown in Table 
2. 
 
The analysis of ROC and the performance measures indicate the poor  presentation of  the  classifiers 
when used individually. The highest CA, precision and specificity was obtained from RBFNN that 
provided 69%, 70% and 81.25% respectively. 
 

 
Figure 3. ROC obtained from the testing set 
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Table  2. Classifier results 
Classifier NB RBFNN LDA Ensemble classification 
CA(%) 62.06 69 58.17 75.86 

Precision(%) 56.25 70 53.84 75 
Recall(%) 69.23 53.84 53.84 69.23 

Specificity(%) 56.25 81.25 62.5 81.25 
F1-score 0.6206 0.6086 0.5383 0.7199 

To improve the performance of the system, the decision of the individual classifiers can be  fused[14] 
which is applied in the proposed frame work. A review of the literature finds different fusion strategies 
based on max, min, sum, product, mean, median and majority vote rules. This work utilizes binary 
classifiers with class label vector y={'1', '0'}. Let C1, C2 and C3 be  the  outputs  of  NB, RBFNN and 
LDA classifiers such that Ci ϵ y. The outputs are fused as shown, 
 

C= F(C1, C2, C3)                                      (15) 
here F signifies the fusion rule 
 

Now based on the fusion, we arrive at the final decision  by  opting  for  majority  voting  rule  which 
requires odd number of single classifiers. This is the simple and a sensitive approach that  assigns  the 
sample with a most frequent class labels. Finally to demonstrate the  significance  of  ensemble 
classification, the final decision was analyzed using the performance metrics and the results are 
tabulated in Table 1. The  results  show  an 75% precision with ensemble  classification that represents a 
low false positive rate . The analysis of F1-score which is the harmonic mean of precision and recall is 
advantageous in our work as the dataset considered has uneven class distribution(52 healthy and 64 
cancerous samples). The range of F1-score is [0 1]. Thus a value of 0.7199 is better as compared to 
individual classifier results. 
It is observed from the results that, the ensemble classification provided the results greater than the 
average of the single classifiers indicating a enhanced performance of the system subjected to CA, 
precision, recall, specificity and F1-score. 
5. Conclusion 

This paper proposes a pattern recognition  system with ensemble  of classifiers for  classifying a sample 
into two classes viz presence of breast cancer and healthy. The work utilized anthropometric data 
/biomarkers as the features for data representation . These features or descriptors were provided to the 
NB, RBFNN and LDA machine learning algorithms for classifier model creation and evaluation. The 
experimental study on breast cancer Coimbra dataset with the proposed framework revealed the 
efficacy of the biomarkers as better features. Further the analysis of results obtained from fusing the 
decisions of single classifiers indicated improved performance measures in terms of classification 
accuracy, precision, recall, specificity and F1-score.  This  justified  the  deployment  of  ensemble 
classifiers in better discrimination of classes leading to enhanced performance of the system 
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a b s t r a c t

Chalcogenide materials are getting lot of research attention due to their ability to switch from an amor-
phous to a crystalline phase with lower threshold voltage which is a primary requirement for fabricating
phase-change memory. Here we have prepared the Si20Te74Sn6 bulk sample using melt quenching tech-
nique. It has been observed that the sample exhibits a memory switching phenomenon with the addition
of Sn dopant on Si-Te base glasses. Memory switching is mainly observed due to Te rich host matrix and
the metallicity of Sn dopant. The sample exhibits a linear variation of threshold voltage with an increase
in thickness, which is compatible with memory switching behaviour. Raman studies on as-quenched
Si20Te74Sn6 glass are carried out to study the structural behaviour of the network. The observed Raman
peaks are attributed to crystalline tellurium and the vibrational modes of Sn/Si lattice. Morphological
studies on switched and un-switched samples using SEM reveal a structural alteration in the switched
region, which can also be related to the creation of conducting channel between two electrodes during
memory switching.
Copyright � 2022 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the First International Con-
ference on Design and Materials (ICDM)-2021.

1. Introduction

The amorphous chalcogenide glasses (CG’s) undergo an electri-
cal switching phenomenon which is reported by Ovshinsky in the
year 1969 [1] and is a scientifically intriguing and technologically
relevant phenomenon. The use of this switching phenomenon in
information storage, thermoelectric sensors, energy and so on
has long been contemplated; however, in recent years phase
change memories (PCM) have become a reality. The advantages
are high scalability, multibit capability, lower cost, high endurance,
compatibility with CMOS technology etc. PCM is considered the
most promising technology for non-volatile random-access mem-
ory (NVRAM) [2,3].

In PCM technology, the logic ‘0’ is represented as an amorphous
state in which the resistance of the material will be very high and
the crystalline state as logic ‘1’, where the resistance of the mate-
rial is low. There are two forms of switching available in PCM (i)
Memory switching and (ii) Threshold switching. In the case of

memory type switching the material initially will be in high resis-
tance amorphous state. As the applied electric field increases the
material remains to be in an amorphous state, up to a specific volt-
age called threshold voltage (Vth). A threshold voltage material
changes to a crystalline state in which the resistance of the mate-
rial is low. When the applied voltage is removed, the material stays
in the crystalline state showing an ohmic behaviour. In case of
threshold switching, the material remains to be in an amorphous
state as the applied electric field increases, after Vth the material
changes its state to a crystalline state. When the injected electric
field is withdrawn the material returns to its amorphous state
again [4].

The CG’s are made from group 16 elements of the periodic table,
which include Sulphur (S), Selenium (Se) and Tellurium (Te). The
development of newer PCM material with a better electrical
switching characteristic is critical for the success of PCM over con-
ventional NVRAMs [5]. The research on the electrical switching
characteristics of glasses helps in the finding of new glasses for
PCM applications.

The Te based CG’s are broadly studied over the past decade
because of their good electrical properties and the memory switch-
ing phenomenon in Te rich glasses. Further, metal-doped Te glasses
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can be easily devitrified and they exhibit memory switching [6–8].
Several Si and Te based CG’s have been found to exhibit memory
switching phenomena Ge-Te-Si [10], Si-Te-Sb [11], Si-Te-Bi [12],
Si-Te-Cu [13]. Furthermore, the inclusion of metallic alloying ele-
ments to the glasses causes significant alterations in the electrical
switching behaviour of Ge-Te-Sn [14], Si-Te-Cu [15], Ge-Te-Sb [16],
Ge-Te-In-Ag [17]. The addition of metallic dopant Sn, to Ge-Te
samples results in memory switching behaviour of the sample
and also Sn doped Ge2Sb2Te5 samples have shown lower crystal-
lization transition temperatures and exhibit ultra-fast crystalliza-
tion (<10 ns). This motivates us to investigate the electrical
switching, Raman and morphological studies on Si20Te74Sn6 bulk
material and find the feasibility of the prepared material for PCM
application.

2. Methodology

Amelt quenching process has been used for preparing bulk Si20-
Te74Sn6 glass. Si, Te, and Sn elements �99.999% pure of quantity
1gm is weighed using balance meter and transferred to 6 mm
diameter ampoule which is cleaned using soap solution and ace-
tone. The sample which is loaded in an ampoule is sealed at 10-6

mbar using flash evaporation unit, the sealed ampoule is placed
at the centre of horizontal rotary furnace, and the furnace is pro-
grammed such that the temperature rises from room temperature
till 1100 �C. The ampoule is quenched in a mixture of ice-cold
water and NaOH after 36 h. The X-ray diffractometer (XRD) ‘‘PANa-
lytical X’Pert3”, is operated at 30 mA, 40 kV and the diffraction pat-
tern is recorded from 20� to 80� at a rate of 3�/min.

The switching studies are carried out with LabVIEW 7 (National
Instruments) and a Keithley (2410c) source measure unit (SMU)
with maximum current and voltage limits of 1A and 1100 V
respectively. When the thickness of the sample is greater than
0.3 mm, power consumption is high, due to which the Vth

increases. Bulk samples are polished to a thickness of 0.3 mm
and switching studies are carried out. By applying an electric field
to the sample, the current and voltage developed across the sample
are captured.

Raman experiments on bulk materials are carried out using a
HORIBA (LabRAM HR 800) in backscattered mode. A sample is illu-
minated using an argon ion laser with a 532 nm line and 0.1mW
power. An acquisition period of about 60 s is used for a better
signal-to-noise ratio. Scanning electron microscope (SEM) VEGA3
TESCAN LMU is used for morphological studies and elementary
composition. SEM of a sample surface is taken with an acceleration
potential of 15 kV, resolution at 20um and magnification of 15 kV.

3. Results and discussion

3.1. XRD analysis

The preliminary investigation of confirming the amorphous nat-
ure of prepared chalcogenide glasses is by verifying the resistance
of the as-prepared Si20Te74Sn6 bulk sample. In this study, Si20Te74-
Sn6 bulk sample exhibited resistance in the mega-ohm range. Fur-
ther, the nature of the prepared sample can be validated using
XRD. Fig. 1 illustrates the XRD pattern of the as-prepared Si20Te74-
Sn6 bulk sample. The void of sharp peaks confirms the non-
crystalline nature of the prepared sample. Fig. 2 displays the EDAX
spectra and constituents of the as-prepared Si20Te74Sn6 sample.
The spectra of the sample are taken at random locations on the
sample and the sample composition closely matches that of the
original Si20Te74Sn6 bulk sample.

Fig. 1. XRD pattren of as-prepared Si20Te74Sn6 bulk sample.

Fig. 2. EDAX spectra of Si20Te74Sn6 bulk sample.

Fig. 3. Current-Voltage characteristics of Si20Te74Sn6 bulk sample.
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3.2. Switching analysis

Electrical switching analysis is an important criterion for ana-
lysing material for PCM applications. Fig. 3 describes the I-V graph
of Si20Te74Sn6 bulk sample; The I-V curve clearly shows that the
sample is migrating from high resistance to low resistance state,
once the applied electric field is removed the sample remains in
logic ‘1’ state and do not return to its previous amorphous state.
This observation clearly shows as-prepared Si20Te74Sn6 bulk sam-
ple exhibits a memory switching phenomenon at current of
4 mA and above, the switching characteristics are performed on
four to five Si20Te74Sn6 bulk samples and Vth values are repeatable
within a difference of ±4 V [9].

The memory switching in CG’s is instigated by the creation of a
crystalline conducting channel within the sample and these sam-
ples change the phase from amorphous to crystalline easily [18].
Also, Te rich glasses frequently display memory switching phe-
nomenon and the main factor which determines the memory
switching in Si20Te74Sn6 may be the influence of metallicity of Sn
dopant in Si-Te host matrix.

3.3. Thickness v/s Vth

The thickness (D) variation with reference to Vth offers insight
into the switching mechanism. In the case of memory switching
samples, the Vth is said to be a square root or linearly related to
thickness. The linear correlation is seen for thermally thick slab
(TTS) whereas square root for thermally thin slab (TtS) [19]. This
dependency is categorised into TTS or TtS as per the behaviour of
the sample, which is determined by heat conductivity (k) which
further reflects heat dissipated by sample via the electrode and
thermal conductivity (k). If kD is less than 2k, the sample operates
as TTS and if kD is greater than 2k then the sample behaves as TtS.
In TTS, non-uniform temperature distribution happens due to the
large difference in temperature within a material and the boundary
of the material. In case of TtS, the temperature drop at the bound-
ary of the sample is more because of the high loss of heat at elec-
trode which gives the uniform temperature distribution within the
sample.

Fig. 4 displays the variation of Vth of a Si20Te74Sn6 bulk glass
with respect to thicknesses. From figure, it is seen that the value
of Vth linearly increases with increasing thickness ‘D’. The thickness

(D) of the sample varies from 0.3 mm to 0.5 mm; similar results are
seen in As-Te-Si [20], Al-Ge-Te [21] , Ge-Te-Pb [22] glasses also.

3.4. Raman studies

Fig. 5 shows the Raman graph of as-prepared Si20Te74Sn6 glass.
The Raman spectra’s maximum peaks fall under 150 cm�1 which
reiterates the non-crystalline nature of the prepared samples.
The spectra have two high intense peaks and one low intense peak
ranging between 50 and 200 cm�1. Based on peak fitting (Gaus-
sian) the phonon modes are ascribed to approximate peak loca-
tions at 102, 126, and 142 cm�1 respectively. The Raman spectra
of the bulk Si20Te74Sn6 sample closely matche those of prior stud-
ies [23–25]. Based on studies by A.S. Pine et.al on crystalline Te
[23], the peak at 102 cm�1 is credited to A1 mode, peak at
126 cm�1 and 142 cm�1 can be attributed to the ET0 modes of
Te-Te chains. The phonon assignment is consistent with prior
Raman investigations [26]. The A1 mode is caused by the interac-
tion of Te-Te atoms alone, whereas the ET0 mode might have be
caused by the vibration of Si or Sn. The phonon mode at
102 cm�1 is assigned to the lower ET0 mode, which corresponds
to Raman spectra recorded by Pine et al. [23].

3.5. Structural studies

Morphological studies are carried using SEM to determine the
structural changes after switching. A current of appropriate magni-
tude is used for memory switching which has a thermal origin, the
applied current creates a sufficient electric field to change the
phase of the material (amorphous to crystalline) and establishes
a conducting channel between electrodes causing the material to
switch [8]. Fig. 6 (a) and (b) represents the unswitched and
switched SEMmorphology of Si20Te74Sn6 bulk sample respectively.
It is seen that the unswitched sample is smooth with no morpho-
logical changes whereas, in SEM image of switched sample a mor-
phological change can be seen which indicates the change of phase
at electrode region. Similar morphological changes are observed
for memory switching phenomenon in Si-Te-Cu, Ge-Te-Si, Si-Te-
Sn and Ge-Te-Sn [10,13,27,28] glasses.

Fig. 4. Variation of Vth with the thickness of a Si20Te74Sn6 bulk samples. Fig. 5. Raman spectrum of as-prepared Si20Te74Sn6 sample (Gaussian peak fitting).
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4. Conclusion

As-prepared Si20Te74Sn6 bulk sample is synthesized using melt
quenching technique and it exhibits non-crystalline and memory
switching behaviour. The threshold voltage increases linearly with
an increase in sample thickness, which agrees with the memory
switching phenomenon of Si20Te74Sn6 sample. The Raman analysis
confirms the crystalline phase of tellurium and vibrational modes
of Sn/Si lattice. The interaction of Te-Te and Si-Te atoms causes
the A1 mode, whereas the ET0 mode may be caused by the vibra-
tion of Te and Sn atoms. SEM analysis reveals that during memory
switching, there is a structural alteration between switched and
unswitched samples, which may be due to the formation of the
channel between two electrodes.
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Abstract—Ensemble learning techniques adopt comprehensive
learning methodologies that produce optimized predictions with
reduced variance and bias. The structured Random Forest
ensemble learning technique equips a set of weak and diverse
decision trees, resulting in an active hybrid learning ensemble.
Plagued with high computational complexity, Random Forest
Ensemble continues to be the preferred technique when accuracy
is of primary importance for learners. Efforts to accelerate
the Random Forest Ensembles are in place, however failing
to efficiently utilize the data transmission bandwidth between
the host and the accelerator hardware. This paper provides
an architectural overview of a reconfigurable accelerator based
architecture of the Random Forest Ensemble with an efficient
data path model for data streaming. The paper also derives the
need for an accelerated parallel ensemble method by deriving
the results from equivalent sequential software implementations
of the algorithm. The validation of the results have been done on
healthcare application involving breast cancer classification and
environmental applications involving temperature prediction and
fuel consumption.

I. INTRODUCTION

A. Ensemble Learning: A Computational Perspective

Ensemble methods bring in random perturbations into the
learning techniques and generate multiple variants/models
from a single learning set L. Later, we combine the predictions
of those models to form the prediction of the ensemble [1].

The Random Forest Ensemble recursively partitions the
training vector space resulting in grouping together the sam-
ples with the same labels. Consider a set of training vector
X with a corresponding set of labels y. Let Ni be the ith

node and di be the data contained in Ni. A split is made for
each node, based on the split value SV = F(f, θ) where f is
the feature subset of F and θ is a threshold value. The split
divides the data into two subsets: Dα(θ) and Dβ(θ) and the
number of training samples into nα and nβ . Ni is the total
number of nodes. X = {x1, x2, x3, . . . xM} (1a)

y = {y1, y2, y3, . . . yM} (1b)
Dα(θ) = (x, y)|xf <= θ (1c)
Dβ(θ) = (x, y)|xf > θ (1d)

Algorithm 1 Ensemble Learning: Random Forest
1: // Input: Data Set D = {(x1, y1),(x2, y2), . . . ((xm, ym)}, Feature Set F,

Randomization Factor R, Number of trees T
2: // Output: Root node of ith tree
3: - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
4: for ∀i ∈ {1, 2, . . . T} do
5: Ni ← Root node of ith tree
6: if All targets belong to same class i.e yi or F ∈ ∅ then
7: Return Ni

8: end if
9: Di ← bootstraped sample from D

10: for Each node do
11: f ← Randomly selected R features from F
12: Nf ← Best Feature from f features
13: Np ← Best Split based on Nf

14: end for
15: end for
16: return Ni

The error at the ith node is the measure of misclassification.
The most popular functions to calculate the error are the Gini
Index, Entropy, or Misclassification. The mean squared error
or the mean absolute error can be used for regression [2].

Hgini(x) =
∑

∀ypred
ypred(1 − ypred) (2a)

Hentropy(x) = −
∑

∀ypred
ypred(log(ypred)) (2b)

Hgini(x) =
∑

∀ypred
1 − max(ypred)) (2c)

The loss function can be expressed as

L(d, SV ) =
nα
Ni

H(dα(SV )) +
nβ
Ni

H(dβ(SV )) (3)

The ensemble learning method is represented in Algorithm
1 and the dataflow is represented in Fig. 1a.

To train the Random Forest Ensemble, the following step-
wise approach is used, by which n numbers of trees in steps
1 through 4 for repeating n times.

1) Step 1: Randomly choose the k features from the total
m features, where k « m

2) Step 2: Use the best-split point for node d calculation,
among the k features.

3) Step 3: Using best-split, divide the node into daughter
nodes.978-0-7881-3267-9/21/$31.00 c© 2021 IEEE
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TABLE I: Random Forest Parallel and Accelerated Versions: State of the Art
Work Features Platform Specifications

PARF [4] A task parallel version of training and learning phase of Random
Forest ensemble. Fortran Cluster hardware with MPI (Message Passing Interface).

FastRF [5] A task parallel version with speed and memory advantage of
Random Forest ensemble Weka Multithreading enables a speedup of 2.3X.

CudaRF [6] A task parallel GPU version of learning and classification phases
of Random Forest ensemble CUDA Upto 9.2X speedup achieved on NVIDIA GPUs

PLANET [7] Parallel Learner Hadoop Map-Reduce model.

SPRINT [8] Parallel R Interface for Random Forest ensemble based
microarray analysis C MPI and multi-core

Randomjungle [9] A task parallel version of ensemble classifier for microarray data C++ Analysis of big Genome Wide Association (GWA) data

FPGA1 [10] Provides multi-value decision diagrams (MDDs), at order O(2N )
that increases the number of nodes within MDD FPGA 10.7X speed up over GPU, 14.0X speedup over CPU

FPGA2 [11] Parellel ensemblefor letter and digit recognition.
FPGA,
Co-simulation C /
RTL

SoC unit Zynq-7000 is used.

FPGA3 [12] A task parallel version of Random Forest ensemble on
reconfigurable hardware.

FPGA,
Co-simulation C /
RTL

20X speedup over CPU version

FPGA4 [13] A compact Random Forest training model. FPGA/GPU/Multicore The optimization allows the classifier to be performed in a
pipeline or single-instruction type multi-thread (SIMT).

Fig. 1: From Left to Right: (a) The Ensemble Learning Architecture on Reconfigurable Hardware (b) The Ensemble Learning Data Path on
Hardware (c) The Ensemble Learning Algorithm

4) Step 4: Repeat steps 1 to 3, until the number of nodes
hits l

5) Choose the results of most votes as the final prediction

To predict, we need to pass test features through the rules of
each tree by using the trained Random Forest algorithm that
have been created at random. The ensemble resorts to majority
voting to arrive at the final valid predictions. Here, the class
probability estimates are averaged to predict the most likely
class as output, thereby minimizing the average zero-one error
of individual predictions.

Thus, Random Forest Ensemble presents the following
advantages:

1) Categorical values can also be modelled on a Random
Forest classifier.

2) For both classification and regression tasks, the same
Random Forest algorithm and Random Forest classifi-
cation can be used.

3) The missing values will be dealt with by the Random
Forest classifier.

4) If there is more number of trees in the forest, the
Random Forest classifier will not overfit the model.

B. Parellel Ensembles: A Review of the State of the Art

With its inherent concurrent memory access and computing
parallelism, Field Programmable Gate Arrays (FPGA) based
reconfigurable accelerators are good platforms for accelerating
Random Forest Performance. A comparative listing of the ex-
isting solutions of parallel implementations of Random Forest
Ensemble are provided in Table I. It is desirable to reduce the
costs of implementing FPGA between various applications,
but the contextual time between applications has a consider-
able effect on the forest architecture. Random forest, which
comprises a large number of decision trees that use FPGA,
has high speed of training. Apart from FPGAs, the state-of-
the-art designs include Graphic Processing Unit (GPU) based
accelerators and other multi-core parallel implementations of
Random Forest Ensemble [3].

This work presents an accelerator based architectural model
for parallel Random Forest ensemble, exploring features of
the Random Forest to accelerate the Random Forest Training
step. FPGA shows high memory efficiency, as well as a batch
training strategy to fully exploit the high memory bandwidth
that the chip-based memory on FPGA devices offers. The
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Algorithm 2 Parallel Ensemble Learning: Random Forest
1: // Input: Data Set D = {(x1, y1),(x2, y2), . . . ((xm, ym)}, Feature Set F,

Randomization Factor R, Number of trees T C: Number of nodes / Number of
cores available in parallel setup

2: // Output: A parallel Random Forest R
3: - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
4: if T is greater than N then K = N/T
5: for ∀j ∈ {1, 2, . . . K} do
6: for ∀i ∈ {1, 2, . . . T} do
7: Ni ← Root node of ith tree
8: if All targets belong to same class i.e yi or F ∈ ∅ then
9: Return Ni

10: end if
11: Di ← bootstraped sample from D
12: for Each node do
13: f ← Randomly selected R features from F
14: Nf ← Best Feature from f features
15: Np ← Best Split based on Nf

16: end for
17: end for
18: end for
19: end if
20: return NiK

Algorithm 3 : FindBestSplitRandom(Lt , K)
1: // Purpose: To find the best split s∗ that partitions Lt, among a random subset

of K ≤ p input variables
2: // Input: Lt , K
3: // Output: s∗
4: - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
5: Δ = −∞
6: Draw K random indices jk from 1 to p
7: for k = 1 to K do
8: Find the best binary split s∗jk defined on Xjk

9: if Δi(s∗jk , t) > Δ then
10: Δ = Δi(s∗jk , t)
11: s∗ = s∗jk
12: end if
13: end for
14: Return s∗

Algorithm 4 : FindRandomSplit-PERT(Lt , Xj )
1: // Purpose: Draw a random split on Xj that partitions Lt

2: // Input: Lt , Xj

3: // Output: svj
4: - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
5: minj = min{xi,j |(xi, yi) ∈ Lt}
6: maxj = max{xi,j |(xi, yi) ∈ Lt}
7: Draw v uniformly at random from [minj ,maxj ]
8: return svj

Algorithm 5 : k loops
1: // Purpose: To find the number of k loops required for Parallel algorithm
2: // Input: n, p
3: // Output: k
4: // Parameters: p - Number of processors, n - Number of trees to be generated
5: - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
6: k = n

p
7: if n = p then
8: k = 1
9: else if n < p then

10: k = 1 (max)
11: else
12: k > 1
13: end if

proposed architecture can not only be applied in classification
/ regression based problems [14], but also for outer detection,
clustering and interpretation purposes. The work also high-
lights the implemenation of a basic Random Forest ensemble
on software (Python and MATLAB) and brings out the need

Algorithm 6 : Cost of Parallel algorithm
1: // Purpose: To find the cost of Parallel algorithm
2: // Input: p(n), W (n)
3: // Output: Cost C(n)
4: - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
5: C(n) = p(n)×W (n)
6: = p× k
7: = n
8: = W∗(n)

for accelerator and parallel ensemble, based on the errors and
computational time in each case.

II. ENSEMBLE LEARNING ON RECONFIGURABLE
HARDWARE: AN ALGORITHM-ARCHITECTURE CODESIGN

A. The Random Forest Ensemble: A Parallel Approach

Here, we present the Random Forest Ensemble that adopts
a Single Instruction Multiple Data (SIMD) approach, that can
parallely build an ensemble of decision trees, as decision
trees usually present high variance and low bias and are most
expected to take advantage from the averaging process. These
trees grow with random perturbations in the tree induction
procedure, resulting in an assortment of Random Forest en-
sembles.

We present a generalized parallel training/learning algorithm
in Algorithm 2. The proposed method provides a hybrid
approach to parallel ensembles. While having a task parallel
implementation in generating parallel Random Forests, the
individual trees inducted to the ensemble are also parallelized.
The proposed parallelization is applicable both at the learning
and prediction/classification phase.

For applications with very large number of input variables,
a randomized variant of the tree induction algorithm is used,
that searches for the best split at each node over a random
subsample of the variables. This is presented in Algorithm 3.

Perfectly fit decision trees are grown, where we randomly
choose the split variable and discretization threshold, as
designed in Perfect Random Tree Ensembles (PERT). This
method is explained in Algorithm 4. At node t, the split
variable Xj is drawn at random using Algorithm 3 with
K = 1. The cut-point v is set midway between two randomly
drawn samples. A tree is inducted until all nodes become pure
or until it is no longer possible to draw samples of different
output values. This approach might sometimes result in larger
decision trees grown with minimal randomization.

B. Ensemble Learning on Reconfigurable Hardware: The Dat-
apath Architecture

The architecture supporting the parallel implementation of
the Random Forest Ensemble is presented in Fig. 1c. This is
designed to run on parallel hardware like FPGAs and GPUs.
The focus of this section is on the datapath architecture, en-
abling the parallel implemenation discussed above. Here, there
are three memory stages taken into consideration i.e., Data
memory, Threshold memory and Decision memory. The host
memory is a space where all datasets are stored. Threshold
memory is the place where all the threshold values for the
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features in the dataset are stored and Decision memory is used
to store the final decisions of the trees. There are three memory
controllers i.e., Data memory controller, threshold memory
controller, and Decision memory controller. The threshold
values from threshold memory and values from the datasets
are compared to form the decision trees. From the Host
interface randomly for instance, 10,000 datasets are taken
into data memory and randomly 1000 datasets are passed
to data memory controller as shown in Fig. 1b. Then the
datasets get divided into 250 datasets each for a tree which
are further passed to data memory and memory controller of
the trees which are then stored in a register. The threshold
values from threshold memory and values from the datasets
are compared to form the decision trees. The final decisions of
the trees are stored in tree decision memory through memory
controllers. Finally, for each predicted target calculate the
votes and regard the highly voted target as the final random
algorithm prediction.

C. Ensemble Learning on Reconfigurable Hardware: Perfor-
mance Analysis

The SIMD model for task parallelism of Random Forest
classifier is defined by the parallel basic operation, common
to all active decision trees at an instance of time. Worst case
complexity w(n) of the proposed parallel model using p(n)
processors shall be the maximum number of parallel basic
operations over all inputs of size n.

The speedup of the proposed parallel algorithm is:

S(n) =
W ∗(n)
W (n)

(4)

where, W ∗(n) is the smallest worst case complexity over
all known sequential algorithms for solving problem in hand.

Cost of the parallel ensemble is given by:

C(n) = P (n) × W (n) (5)

For judging the quality of the proposed model in Algorithm
2, the cost is compared with that of sequential version with
cost and speed emphasis (Algorithm 1) (W ∗(n) × 1). The
parallel model is cost optimal if C(n) = W ∗(n).

The worst case sequential time is given by:

W ∗(n) = f(n) (6)

The number of k loops needed for Parallel algorithm is
presented in Algorithm 5.

Hence, worst case time of Parallel algorithm is a function
of k i.e,

W (n) = f(k) (7)

From Eq 6 and Eq 7,

Speedup =
W ∗(n)
W (n)

=
n

k
(8)

Thus Speed up is always greater than 1.
Hence, Parallel algorithm is cost optimal as proved in Algo-
rithm 6.

Thus, this section highlights the parallel realization of
Random Forest Ensemble and the associated performance

analysis parameters. In the next session, we present the results
of the sequential implementation of the algorithm in Python
and MATLAB to derive the importance of the parallel version
of the algorithm.

III. RESULTS AND DISCUSSIONS

We started with the sequential implementation of Random
Forest Ensemble to derive the need for an accelerated parallel
verison.

We have implemented the Random Forest Ensemble in its
sequential form in both Python and MATLAB to understand
the practical aspects of randomization and depth of inducted
decision trees, when they move to the parallel platform. They
are then applied to four different benchmark data sets, where
we are willing to compromise on the computational cost to
obtain high performance while working with mission critical
data. The four data sets are for prediction of temperature,
iris flower classification, petrol consumption prediction and
breast cancer classification respectively. The results from the
experimental set up are presented below.

A. Temperature Prediction

The problem predicts the maximum in Seattle tomorrow
with one year of the past weather data. A part of the Random
Forest is taken and explained in the image Fig. 2a. One
interesting note is that, although there are 261 training data
points, only 162 samples can be found in the root node.
This is because a random subset from the data points with
a replacement is applied to each tree in the forest. Random
data sampling, together with a random sample of a subset of
the features at the tree nodes, is the reasons why the model is
termed a Random Forest.

The temperature prediction results for the implemented
python code are shown in Fig. 3a, which captures the graph
plotted between importance and variable. To quantify the
utility of all variables in the whole Random Forest, we see the
relative importances of variables. The importances show how
much the prediction improves, including a certain variable.
Fig. 3b shows the graph plotted between the Maximum tem-
peratures and date, with actual and predicted values. Fig. 3c
shows the graph plotted between the Maximum temperature
and date which is a slight modification of Fig. 3b. The
temperature data set is presented in Fig. 3d.

B. Petrol Consumption Prediction

The tree structure for the forest ensemble is given in Fig.
2b. The Mean Absolute Error value is 47.9825, with Mean
Squared Error (MSE) at 3469.7007375, Root Mean Squared
Error (RMSE) at 58.9041657058. The MSE is 47.9825 which
are less than 10 percent of the average petrol consumption
i.e. 576.77. It indicates that we have used enough number of
estimators (n_estimators). The n_estimator parameter indicates
the no. of trees in the Random Forest. In this, we used 200
n_estimators. The error values decrease with the number of
estimators increasing.

Authorized licensed use limited to: BMS Institute of Technology. Downloaded on June 27,2023 at 07:37:43 UTC from IEEE Xplore.  Restrictions apply. 



Fig. 2: From Left to Right: (a) The tree structure for temperature prediction (b) The tree structure for petrol consumption prediction

Fig. 3: The results of Temperature Prediction: From Left to Right: (a) Variable Importances, (b) Actual versus predicted values, (c) Actual
Max Temperature and Variables, (d) Temperature Datasets

Fig. 4: The results of IRIS Classification: From Left to Right: (a) Tree Structure, (b) Visualizing Salient Features, (c) MATLAB Decision
Tree, (d) OOB Errors Versus No of Grown Trees

Fig. 5: The results of Breast Cancer Classification: From Left to Right: (a) Decision Tree, (b) Feature Importances, (c) OOB feature importance
versus feature number

C. IRIS Classification

A model is taken on the iris flower dataset which includes
length of the sepal, width of the sepal, length of the petal,
width of the petal, and type of flowers. Three types exist:
setosa, versicolour, and virginica. The tree structure for this
application is given in Fig. 4a. The results for the iris classi-
fication for python implementation is shown in Fig. 4b.

1) MATLAB Results for IRIS Classification: The output
shown in the Fig. 4c is one of the decision trees of iris
Random Forest. Here the tree predicts classifications based
on four predictors x1, x2, x3 and x4 which correspond to
sepal length, sepal width, petal length and petal width which
are compared against threshold values. Out-of-bag error is an

estimation technique which is used to measure the prediction
error of Random Forest. When we train each tree in Random
Forest, we will not use all the data samples. Those unused
samples can be used as test data and are called out-of-bag data
samples which are used to find prediction error/ classification
error. The graph in Fig. 4d shows the out-of-bag classification
errors for certain number of trees.
D. Breast Cancer Classification

The work is with Sklearn breast cancer data sets to build
a Random Forest classification model that classifies breast
cancer tumours as either “malignant” or “benign”. The tree
structure is given in Fig. 5a, with the Worst radius set to
<=16.815. The best obtained training set accuracy is 0.9930

Authorized licensed use limited to: BMS Institute of Technology. Downloaded on June 27,2023 at 07:37:43 UTC from IEEE Xplore.  Restrictions apply. 



Fig. 6: The results of Breast Cancer Classification in MATLAB: From Left to Right: (a) MATLAB Decision Tree, (b) OOB classification
error versus number of grown trees, (c) OOB mean square error versus number of grown trees, (d) Mean Square Error versus number of
grown trees

Fig. 7: Ensemble Learning with RF: Python Versus MATLAB

and testing set accuracy is 0.9441. As shown in the Fig. 5b
the features with high importance are selected and with low
importance are removed. The out-of-bag feature importance
estimates in Fig. 5c indicate more importance features in
unused data samples (test data). The bar graph suggests that
feature number 8 is more importance feature followed by
feature number 2, 9 and 5.

The decision tree is captured in Fig. 6a. The out-of-bag
classification errors of number of grown trees is shown in
Fig. 6b, where we can see that the out-of-bag error varies
from 0.25 to 0.1. After 100 to 500 grown trees, the out-of-bag
error remains constant at 0.05. Fig. 6c is the graph showing
the mean squared error of out-of-bag data samples for the
number of grown trees (The lower MSE value indicate the
better model) and the MSE of data sets for number of grown
trees is shown in Fig. 6d.

The performance comparison for the python and MATLAB
model are given in Fig. 7. As seen in the above results, the
performance of the Random Forest Ensemble, in its sequential
form, shows high dependence on the splits with the random
nature of the learning sets. The high cut point variance seems
to be responsible for the significant part of generalization error
in the tree structures. An attempt to smooth the decision tree
boundaries would be to attempt extreme randomization, as
proposed in Algorithm 4.

Extremely Randomized Trees become Totally Randomized
Trees, when a single variable Xj and a discretization threshold
v are drawn at random at each node. This results in a tree
structure that can learn independent of output variable Y . This
is a closest fit to Perfect Random Tree Ensembles. This is
best realized in the parallel solution offered in Section II.
Thus the results and the subsequent discussion here derive
the importance of a parallel ensemble realization, to optimize
performance. The accelerated version of the parallel imple-
mentation is sure to have an edge in performance over the
software thread-level parallelization, as we have discussed in
the state-of-the-art methods.

IV. CONCLUSION

This paper highlights the parallel architecture designed for
realizing parallel Random Forest Ensemble Model. This is
an algorithm-architecture codesign effort, taking advantage of
the parallel architecture of the reconfigurable hardware and
the inherent parallel nature of inducted trees in the Random
Forest ensemble. While the state-of-the-art parallel realizations
focus on the task level parallelism, we focus on the micro-
level parallelism, achieved at both ensemble level and at
the individual tree level. This architecture is applicable to a
wide range of applications including healthcare, environment
monitoring, market assessment etc.
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